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as desired.
When A = 7, we see from the above argument that

z(s) = a_1e " +ao + ae® and  y(s) = byt + by + b1€*

because |n| < |n|? as soon as |n| > 2. We know that z(s) and y(s) are
real-valued, so a—1 =01 and b_y = by. The identity (3) implies that
2 (las® + |b,|?) =1, and since we have equality in (4) we must have
|ay| = |b1] = 1/2. We write

1 y 1 ‘iﬁ

ap = - and by = = &".
2

The fact that 1= 2|a1by — @ibs| implies that |sin(e — B)| =1, hence
o — B = km/2 where k is an odd integer. From this we find that

z(s) = ao+ cos(a +s) and y(s) = bo £ sin(a + )

where the sign in y(s) depends on the parity of (k—1)/2. In any case,
we see that I is a circle, for which the case of equality obviously holds,

and the proof of the theorem is complete.

The solution given above (due to Hurwitz in 1901) is indeed very ele-
gant, but clearly leaves some important issues unanswered. We list these
as follows. Suppose I' is a simple closed curve.

(i) How is the “region enclosed by T defined?

(ii) What is the geometric definition of the “area” of this region? Does
this definition accord with (1)?

(iii) Can these cesults be extended to the most general class of sim-
ple closed curves relevant to the problem—those curves which are

«rectifiable”’ —that is, those +o which we can ascribe a finite length?

It turns out that the clariﬁcat.ions of the problems raised are connected
to a number of other significant ideas in analysis. We shall return to
these questions in succeeding books of this series.

2 Weyl’s equidistribution theorem

We now apply ideas coming from Fourier series to a problem dealing
with properties of irrational numbers. We begin with a brief discussion
of congruences, a goncept needed to understand our main theorem.
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The reals modulo the integers

—

If z is a real number, we let [z] denote the greatest integer less than
or equal to  and call the quantity [z] the integer part of z. The
fractional part of z is then defined by (z) = 2 — [z]. In particular,
(z) €[0,1) forevery z € R. For example, the integer and fractional parts
of 2.7 are 2 and 0.7, respectively, while the integer and fractional parts
of —3.4 are —4 and 0.6, respectively.

We may define a relation on R by saying that the two numbers z and
Y are equivalent, or congruent, if z — y € Z. We then write

r=ymodZ or r =y mod 1.

This means that we identify two real numbers if they differ by an integer.
Observe that any real number 2 ig congruent to a unique number in
[0, 1) which is precisely (z), the fractional part of z. In effect, reducing
a real number modulo 7, means looking only at its fractional part and
disregarding its integer part.

Now start with a real number 7 # 0 and look af the sequence
Y, 27, 3v, .... An intriguing question is to ask what happens to this
sequence if we reduce it modulo Z, that is, if we look at the sequence of
fractional parts

) (27), 3By, ...

Here are some simple observations:

(i) Ifvis rational, then only finitely many numbers appearing in (ny)
are distinct.

(i) If o is irrational, then the numbers (ny) are all distinct,

Indeed, for part (i), note that if Y = p/q, the first ¢ terms in the sequence
are

0/a), (2p/q), ..., {(¢—1)p/a), (ap/q) = 0.

The sequence then begins to repeat itself, since

(g-+1D)p/g) = (1+p/g) = (v/q),

and so on. However, see Fixercise 6 for a more refined result.

Also, for part (ii) assume that not all numbers are distinct. We there-
fore have (n;7y) = (na7) for some n, # na; then nyy — N2y € 7, hence
is rational, a contradiction. :




4. Wweyl's equidisiribuilon Ltheolrcl bl

In fact, it can be shown that if -y is irrational, then (n+y) is dense in the
interval [0,1), a result originally proved by Kronecker. In other words,
the sequence (ny) hits every sub-interval of [0,1) (and hence it does so
infinitely many times). We will obtain this fact as a corollary of a deeper
theorem dealing with the uniform distribution of the sequence {ny).

A sequence of numbers £1, &2, . .., &y, ... in [0,1) is said to be equidis-
tributed if for every interval (a,b) C [0,1),

<< :
i FULEREN:GE@b)
N—ooo N

a

where # A4 denotes the cardinality of the finite set A. This means that
for large N, the proportion of numbers &, in (a,b) with n < N is equal to
the ratio of the length of the interval (a,b) to the length of the inferval
[0,1). In other words, the sequence &, sweeps ouf the whole interval
evenly, and every sub-interval gets its fair share. Clearly, the ordering of
the sequence is very important, as the next two examples illustrate.

ExaMPLE 1. The sequence

1 1 2
0. =. =

1 2 1 2
:5:3373701"4'513”“7015151"

0

N

appears to be equidistributed since it passes over the interval [0, 1) very
evenly. Of course this is not a proof, and the reader is invited to give
one. For a somewhat related example, sec Exercise 8 with ¢ = 1/2.

ExAMPLE 2. Let {r,}32; be any enumeration of the rationals in [0, 1).
Then the sequence defined by

£, = rpye M s even,
"0 if n is odd,

is not equidistributed since “half” of the sequexice is at 0. Nevertheless,
this sequence is obviously dense. )

We now arrive at the main theorem of this section.

Theorem 2.1 If v is irrational, then the sequence of fractional parts
(7),(27), (37), . - - is equidistributed in [0,1).

In particular, {(nv) is dense in [0,1), and we get Kronecker’s theo-
rem as a corollary. In Figiire 2 we illustrate the set of points {7}, (2),
(37),..., () for three different values of N when v = V2.
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N=10

p-o—6——o0—8 00 6.9 00 660 O 0 GO B O B - o o oo o—al

Figure 2. The sequence {(v), (2v), (37),..., (Nv) when v = /2

Fix (a,b) C [0,1) and let x(,4)(z) denote the characteristic function
of the interval (a,b), that is, the function equal to 1 in (a,b} and 0 in
[0,1) — (a,b). We may extend this function to R by periodicity (pe-
riod 1), and still denote this extension by X(a,b)(Z). Then, as a conse-
quence of the definitions, we find that

N
#{1 Sn<N: (n7> = (a'a b)} = ZX(a,b)(nq’):

and the theorem can be reformulated as the statement that

1 X 1
N > Xap () - /0 X(a,p)(x)dx, as N — oo
n=1

This step removes the difficulty of working with fractional parts and
reduces the number theory to analysis.
The heart of the matter lies in the following result.

Lemma 2.2 If f is continuous and periodic of period 1, and v is irra-
tional, then

%zf(fm')_)/[) f(z)dz as N — oo.

n=1
The proof of the lemma is divided into three steps.

Step 1. We first check the validity of the limit in the case when f
is one of the exponentials 1, ™, ... e?e If f—1 the limit




surely holds. If f = ™ with k # 0, then the integral is 0. Since 7y is
irrational, we have e2*Y # 1, therefore -

N - ey
1 ekafy 1 — 62mkay
N 2;1 flom) = N 1 — e2miky ’

which goes to 0 as N — 00.

Step 2. Tt is clear that if f and g satisfy the lemma, then so does
Af + Bg for any A, B € C. Therefore, the first step implies thab the
lernma is true for all trigonometric polynomials.

Step 3. Let € > 0. If f is any continuous periodic function of period 1,
choose a trigonometric polynomial P 80 that sup,er | f(z) — P(®)] <¢ /3
(this is possible by Corollary 5.4 in Chapter 2). Then, by step 1, for all

large N we have

1 &L - 1
Therefore '»
1 N i 1 N ’
N;ymm—ﬁfwwxgﬁzyﬂmrfmww
. . )
+ —;I—;P(n'y)—fo P(z)dzx|+

+ [ 1) - @

and the lemma. is proved.

Now we can finish the proof of ‘the theorem. Choose two continuous
periodic functions #+ and f; of period 1 which approximate X(a,b) (z)
on [0,1) from above and below; both f and f. are bounded by 1 and
agree with X (a,p) (%) except i1 infervals of total length 2¢ (see Figure 3).

In particular, f (%) < X(ab) (z) < fF(z), and
1 1
b—a-26§f f(z)dx and / fH(z)de <b—a+2e
0 0

If Sy =% 25:1 X(a,0) (1Y), then we get

1 1Y
—N;f:(n'y) < Sy < N;fj(n’ﬂ-
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! I ¥ ‘fl
1

0 a—c @ b—e b bie

Figure 3. Approximations of X(a,5) (@)

Therefore

b—a—26§11i\rrninfSN and IimsupSNgb%a+2€.

N—oo

Since this is true for every € > 0, the limit limp_, S exists and must
equal b — a. This completes the proof of the equidistribution theorem.

This theorem has the following consequence.

Corollary 2.8 The conclusion of Lemma 2.2 holds Jor every function
[ which is Riemann integrable in [0, 1], and periodic of period 1.

Proof. Assume f is real-valued, and consider a partition of the
interval [0,1], say 0=a2q <2 < ... < Zny = 1. Next, define fy(z) =
SUPy; s <y<a,; f(W) 2 € [3;_1,2;) and fr(z) = infa, | <y<a, f(y) forz e
(zj—1,2;). Then clearly fr, < f < f; and

/Olff,(x) da < /Glf(:c) dz < fGIfU(x) in.

Moreover, by making the partition sufficiently fine we can guarantee that
for a given € > 0,

/01 for (@) do — fOIfL(m) dz < e,

However,

N 1
w2 )~ [ fufe)da




by the theorem, because each f7, is a finite linear combination of charac-
teristic functions of intervals; similarly we have

N 1
v 3 o) = [ futa)do

. From these two assertions we can conclude the proof of the corollary by
using the previous approximation argument.

There is an interesting interpretation of the lemma and its corollary,
in terms of a simple dynamical system. In this example, the underlying
space is the circle parametrized by the angle . We also consider a
mapping of this space to itself: here, we choose a rotation p of the circle
by the angle 27+, that is, the transformation p:0— 0+ 2y,

We want next to consider how this space, with its underlying action
p, evolves in time. In other words, we wish to consider the iterates of O,
namely p, p?, p3, ..., p™ where -

pr=popo--op:fr b4 2mny,

and where we think of the action p» taking place at the time ¢ = n.

To each Riemann integrable function £ on the circle, we can also asso-
ciate the corresponding effects of the rotation p, and obtain a sequence
of functions

F(0), F(p(0)), F(0*(®)), ..., F(o™(6)), ...

with f(p™(0)) = f(0 + 2mny). In this special context, the ergodicity of
this system is then the statement that the “time average” '

1 N
i 37 3 /67(0)

N—oo

exists for each 6 and equals the “space average”

1 2mT

—— 0

whenever + is irrational. In fact, this assertion is merely a rephrasing of
Corollary 2.3, once we make the change of variables § = 27

Returning to the problem of equidistributed sequences, we observe that
the proof of Theorem 2.1 gives the following characterization.
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Weyl's criterion. A sequence of real numbers £,,69. .. in
[0,1) is equidistributed if and only if for oll integers k 0 one

has ¢
LA
W Z e 50,  as N — oco.
n=1

Ore direction of this theorem was in effect proved above, and the con-
verse can be found in Exercise 7. In particular, we find that to understand
the equidistributive properties of a sequence £,, it suffices to estimate
the size of the corresponding “exponential sum” E::‘;I e?men | For ex-
ample, it can be shown using Weyl’s criterion that the sequence {n2n)
is equidistributed whenever « is irrational. This and other examples can
be found in Exercises 8, and 9; also Problems 2, and 3.

As a last remark, we mention a nice geometric interpretation of the
distribution properties of (ny}). Suppose that the sides of a square are
reflecting mirrors and that a ray of light leaves a point inside the square.
What kind of path will the light trace out?

Y

|

Figure 4. Reflection of a ray of light in a square

To solve this problem, the main idea is to consider the grid of the
plane formed by successively reflecting the initial square across its sides.
With an appropriate choice of axis, the path traced by the light in the
square corresponds to the straight line P + (¢,4t) in the plane. As a
result, the reader may observe that the path will be either closed and
periodic, or it will be dense in the square. The first of these situations
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3. A continuous but nowhere differentiable function

will happen if and only if the slope + of the initial direction of the light
(determined with respect to one of the sides of the square) is rational.
In the second situation, when <y is irrational, the density follows from
Kronecker’s theorem. What stronger conclusion does one get from the
equidistribution theorem?

3 A continuous but nowhere differentiable function

There are many obvious examples of continuous functions that are not
differentiable at one point, say f(z) = |z|. It is almost as easy to con-
struct a continuous function that is not differentiable at any given finite
set of points, or even at appropriate sets containing countably many
points. A more subtle problem is whether there exists a continuous
function that is nowhere differentiable. In 1861, Riemann guessed that
the function defined by

o0 i 9
6) Rix) =) 22)
’ n=1

was nowhere differentiable. He was led to consider this function because
of its close connection to the theta function which will be introduced in
Chapter 5. Riemann never gave a proof, but mentioned this example in
one of his lectures. This triggered the interest of Weierstrass who, in an
attempt to find a proof, came across the first example of a continuous but
nowhere differentiable function. Say 0 < b < 1 and a is an integer > 1.
In 1872 he proved that if ab > 1 + 3w/2, then the function

W(z) = 2 b cos(a™x)

is nowhere differentiable.

But the story is not complete without a final word about Riemann’s
original function. Tn 1916 Hardy showed that R is not differentiable at
all irrational multiples of m, and also at certain rational multiples of .
However, it was not until much later, in 1969, that Gerver completely
settled the problem, first by proving that the function R is actually
differentiable at all the rational multiples of 7 of the form np/q with p
and ¢ odd integers, and then by showing that R is not differentiable in
all of the remaining cases.

In this section, we prove the following theorem.
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fol g(z) dz. Show that this definition coincides with the area formula A given in
the text, that is,

]Olf(a:)dz—/(;lg(z)dmx\—"/f‘ydm = A

Also, note that if the orientation of the curve is chosen so that 0 “lies to the
left” of T, then the above formula holds without the absolute value signs.

This formula generalizes to any set that can be written as a finite union of
domains like £} above.

4. Observe that with the definition of £ and A given in the text, the isoperimetric
* inequality continues to hold (with the same proof) even when I is not simple.

Show that this stronger version of the isoperimetric inequality is equivalent
to Wirtinger’s inequality, which says that if f is 2w-periodic, of class 1, and
satisfies fozﬁ f{t)dt = 0, then

2 2w
[ opas [irora
0 0
with equality if and only if f(f) = Asint + B cosi (Exercise 11, Chapter 3).

[Hint: Tn one direction, note that if the length of the curve is 27 and -y is an
appropriate arc-length parametrization, then

27 ’ a7
a(n—4) = [ () +y(o)f dot [ 6/ —yl) s

A change of coordinates will guarantee fo?' “ y(s) ds = 0. For the other direction,
start with a real-valued f satisfying all the hypotheses of Wirtinger’s inequality,
and constract g, 2r-periodic and so that the term in brackets above vanishes.]

5. Prove that the sequence {7,}%2.;, where v, is the fractional part of
1+v5\"
2 ¥

n n
[Hint: Show that U, = (% +(1=8Y) s the solution of the difference

is not equidistributed in [0, 1].

pJ
equation Uppp = Ur + U. .y with Up =2 and U, = 1. The U,, satisfy the same
difference equation as the Fibonacei numbers.|

6. Let 0 = p/q be a rational number where p and g are relatively prime inte-
gers (that is, 8 is in lowest form). We assume without loss of generality that
g > 0. Define a sequence of numbers in {0, 1} by &, = (n6) where (-) denotes the
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fractional part. Show that the sequence {{1,&s,...} is equidistributed on the
points of the form

05 1/Qs 2/{1: ey (qml)/Q-
In fact, prove that for any 0 < @ < g, one has

#i{n: 1<n <N, (nB):a/q}:l_'_O(i).

N q N

[Hint: For each integer k > 0, there exists a unique integer n with kg < n < (k +
1)q and so that (nd) = a/q. Why can one assume k = 0? Prove the existence
of n by using the fact! that if p and ¢ are relatively prime, there exist integers
z,y such that zp 4+ yg = 1. Next, divide N by ¢ with remainder, that is, write
N ={g+r where 0 < £ and 0 < r < ¢. Establish the inequalities

L<#{n: 1<n<N, {nd)=qafg} <£+1]
7. Prove the second part of Weyl’s criterion: if & sequence of munbers £1,&3,. ..
in [0, 1) is equidistributed, then for all k € Z — {0}

N
L Zez”ikf“ —0 as N — o
ne=l

2|

[Hint: It suffices to show that & Ei;l Fl&) — fol f(z) dz for all continuous f.
Prove this first when f is the characteristic function of an interval ]

B. Show that for any a # 0, and ¢ with 0 < ¢ < 1, the sequence {an®} is equidis-
tributed in [0,1).

[Hint: Prove that >V e2r#n” = O(N°) 4+ O(N17) if b # 0.] In fact, note the
following '

N N N

T T 4 _
§ :627r1bn _f e21r1b:z: de =0 E :,n 1+o .
n=1 1 n=1

9. Tn contrast with the result in Exercise 8, prove that {alogn) is not equidis-
tributed for any a.

[Hint: Compare the sum z,f:;l e?niblogn with the corresponding integral.)

10. Suppose that f is a periodic fimction on R of period 1, and {£,} is a sequence
which is equidistributed in [0,1). Prove that:

1The elementary results in arithmetic used in this exercise can be found at the begin-
ning of Chapter 8.
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~

(a) T

f 18 continuous and satisfies j;)l f(z)dz =0, then

N
1 .
A!I_I)I(INN Elfl(w+§n):0 uniformly in .
n=

[Hint: Fstablish this result first for trigonometric polynomials.]

(b) If £ is merely integrable on [0,1] and satisfies jz)l f(z)dz =0, then

2

1 1 N
lim ﬁgf(ﬂf"‘fn)

dr = 0.
N—oo 0

11. Show that if u(z, ) = (f = Hy)
Riemann mtegrable, then

(%) where H, is the heai kernel, and f is

fl (@, 8) - F@)Pdz — 0 a5 £— Q.
0

12. A change of variables in (8) leads to the solution

wl,7) =Y "a,e im0 (g, k. )(6)

of the equation

5—:-59; withOSt‘?gQ?rand'r>0,
-

with  boundary condition u(®,0) = £(0) ~ Y aneind, Here h(0) =
o0 € TE™ . This version of the heat kernel on [0,2r] is the analogue

of the Poisson kernel, which can be written as P,.(6) = o €Il iy
r=e " {andso 0 < r <1 corresponds to 7 > ().

n=—00

13. The fact that the kerne] Hy(z) is a good kernel, hence ulz, 1) — f(z} at
each point of continuity of f, is not ¢asy to prove. This will be shown in the
next chapter. However, one can prove directly that H, (z) is “peaked” at z — 0
as t — 0 in the following sense:

(a) Show that f_lﬁz [ (z}[? dz is of the order of magnitude of ¢~1/2

More precisely, prove that £1/2 f_lﬁz |Hy(z)|? dz converges to a non-zero
limit as ¢ — Q.

ast— 0.

(b) Prove that [ 22|21, (2)? do — O(t/2) a5 ¢ — 0.




