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ABSTRACT 

Data Centers (DCs) are experiencing a tremendous growth 

in the number of hosted servers. Aggregate bandwidth 

requirement is a major bottleneck to data center 

performance. New Data Center Network (DCN) 

architectures are proposed to handle different challenges 

faced by current DCN architecture. In this paper we have 

implemented and simulated two promising DCN 

architectural models, namely switch-based and hybrid 

models, and compared their effectiveness by monitoring 

the network throughputs and average packet latencies. The 

presented analysis may be a background for the further 

studies on the simulation and implementation of the DCN 

customized topologies, and customized addressing 

protocols in the large-scale data centers. 

 

INTRODUCTION 

A Data Center (DC) is a pool of computing resources 

clustered together using communication networks to host 

applications and store data. Conventional DCs are 

modeled as a multi-layer hierarchical network with 

thousands of low cost commodity servers as the network 

nodes. DCs are experiencing exponential growth in 

servers. Google, Microsoft, and Yahoo already host 

hundreds of thousands of servers in their respective data 

centers (Carter 2007; Rabbe 2006). Google has more than 

450,000 servers in 2006 (Arnold 2007, Ho 2007). The 

number of servers is doubling every 14 months in 

Microsoft data centers (Snyder 2007). The server portion 

of data center has experienced enormous commoditization 

and low cost commodity servers are used in data centers 

instead of high-end enterprise servers. However, the 

network part of data center has not seen much 

commoditization and still uses enterprise-class networking 

equipment (Sengupta 2011). Increased number of servers 

demands high end-to-end aggregate bandwidth. The 

enterprise-class network equipment is expensive and is 

not designed to accommodate internet-scale services in 

data centers. Use of enterprise-class equipment therefore 

experience limited end-to-end network capacity, non-

agility, and creation of fragmented server pools (Sengupta 

2011). 

DC Network is typically based on a three-tier architecture 

(Kliazovich et al. 2012). Three-tier data center 

architecture is a hierarchical tree based structure 

comprised of three layers of switching and routing 

elements having enterprise-class high-end equipment in 

higher layers of hierarchy. A three-tier DCN architecture 

is shown in the Figure 1 (Kliazovich et al. 2012). 

Unfortunately, deployment of even highest-end enterprise-

class equipment may provide only 50% of end-to-end 

aggregate bandwidth (Al-Fares et al. 2008). To 

accommodate the growing demands of data center 

communication, new DCN architectures are required to be 

designed.  

Most of the internet communication in future is expected 

to take place within the data centers (Mysore et al. 2009). 

Many applications hosted by data center are 

communication intensive, e.g., more than 1000 server may 

be touched by a simple web search request. 

Communication pattern in a data center may be one-to-

one, all-to-all, or one-to-all.  

Major challenges in the data center network design 

includes: (a) scalability, (b) agility, (c) fault tolerance, (d) 

maximum end-to-end aggregate bandwidth, 



 

Figure 1: Three-tier Data Center Architecture 

Figure 1: Three-tier Data Center Architecture 

(e) automated naming and address allocation, and (f) 

backward compatibility. 

DCN architecture is a major part of data center design, 

acting as a communication backbone, and therefore 

requires extreme consideration. Numerous DCN 

architectures have been proposed in recent years (Al-Fares 

et al. 2008; Mysore et al. 2009; Guo et al. 2008; Guo et 

al. 2009; Greenberg et al. 2009; Wang et al. 2010; 

Farrington et al. 2010; Abu-Libdeh et al. 2010). This 

paper provides a comparative study of major DCN 

architectures that are proposed in recent years by 

implementing: (a) proposed network architectures, (b) 

customized addressing scheme, and (c) customized 

routing schemes. We have implemented the fat-tree based 

architecture (Al-Fares et al. 2008) and recursively defined 

architecture (Guo et al. 2008, Guo et al. 2009) and 

compared the performance. To the best of our knowledge, 

it is the first comparative study of data center network 

architectures using implementation and simulation. 

A simple simulation analysis presented in this paper  

allows to compare the behavior and performance of the 

proposed architectures under different workloads and 

network conditions. The DCN architectures used in the 

analysis (Al-Fares et al. 2008, Guo et al. 2008) have been 

implemented in small-scale system, with 20 servers in the 

case of DCell model (Guo et al. 2008) and 10 machines in 

the fat-tree model (Al-Fares et al. 2008). The simulation 

analysis may be considered as a general testbed for the 

realistic networks with large number of hosts and various 

communication and traffic patterns. The analysis may also 

be used for the “green data centers’’ for designing energy-

efficient communication protocols in DCN architectures 

(Bilal et al. 2012; Bianzino et al. 2011; Zeadally et al. 

2012;  Khan et al. 2012a; Khan et al. 2012b;Wang and 

Khan 2012). 

STATE-OF-THE-ART 

DCN architecture is an important component of large-

scale data centers and has a great impact on the general 

data center performance and throughput.  Numerous 

empirical and simulation analysis show that almost 70% 

of network communication takes place within the data 

center (Mahadevan et al. 2009). The cost of the 

implementation of the conventional two- and Three-tier-

like DCN architectures   is usually too high and makes the 

models ineffective in the large-scale dynamic 

environments (Kliazovich et al. 2012). Over the last few 

years,  the fat-tree based and the recursively defined 

architectures  are presented as the promising core structure 

of the modern scalable data centers. Based on the different 

types of the routing protocols, the DCN architectures can 

be classified into the following three basic categories:  (a) 

switch-centric models (Al-Fares et al. 2008; Greenberg et 

al. 2009), (b) hybrid models (using server and switch for 

packet forwarding (Guo et al. 2008, Guo et al. 2009)), and 

(c) server-centric models (Abu-Libdeh et al. 2010). 

The switch centric DCN architectures rely on the network 

switches to perform routing and communication in the 

network (e.g., three-tier architecture and the fat-tree based 

architecture (Al-Fares et al. 2008)). Hybrid architectures 

use a combination of switches and servers (which usually 

are configured as routers in the network) to accomplish 

routing and communication (e.g., DCell (Guo et al. 

2008)). The server- centric architectures do not use 

switches or routers. The basic components of such models 

are servers, which are configured as 

 



Figure 2: Fat-tree based Architecture 

computational devices and data and message processing 

devices. 

The basic model of the fat-tree DCN architecture has been 

proposed by Al-Fares et al. (Al-Fares et al. 2008).  This 

model is promoted by the authors as an effective DCN 

architecture and they have used structured commodity 

switches to provide more end-to-end bandwidth at much 

low cost and energy consumption as compared to high-

end network switches. Their proposed solution is 

backward compatible and only makes changes in the 

switch forwarding functions. The fat-tree based DCN 

architecture aims to provide 1:1 oversubscription ratio. 

The oversubscription is defined for optimizing the costs of 

the system design.  Oversubscription can be calculated as 

a ratio of worst-case aggregated bandwidth available to 

end hosts and the total bisection bandwidth of the network 

topology (Al-Fares et al. 2008). For instance, the 

oversubscription 4:1 means that the communication 

pattern may use only 25% of the available bandwidth. The 

typical oversubscription values are between 2.5:1 and 8:1, 

and1:80 to 1:240 for the paths near the root at highest 

level of system hierarchy (Al-Fares et al. 2008, Greenberg 

et al. 2009). 

Al-Fares et al. (Al-Fares et al. 2008) adopted a special 

topology called fat-tree topology (Leiserson 1985). All 

network structure is composed of n pods. Each pod 

contains n servers and n switches organized in two layers 

of n/2 switches.  Every lower layer switch is connected to 

n/2 hosts in the pod and n/2 upper layer switches (making 

aggregation layer) of pod. There are (n/2)
2
 core switches, 

each connecting to one aggregation layer switch in each of 

n pods. The exemplary interconnection of servers and 

switches for n=4 pods is presented in Figure 2. 

The fat-tree based DCN architecture (Al-Fares et al. 2008) 

uses a customized routing protocol, which is based on 

primary prefix and secondary suffix lookup for next hop. 

Routing table is divided into two levels. For each 

incoming packet, destination address prefix entries are 

matched in primary table. If longest prefix match is found, 

then the packet is forwarded to the specified port, 

otherwise the secondary level table is used and the port 

entry with longest suffix match is used to forward the 

packet. 

A recursively defined DCN architecture, referred to as 

DCell model, has been developed by Guo et al.  in (Guo et 

al. 2008). In this model the whole system is composed of 

the cells or pods with n servers and a commodity switch. 

A 0 level cell DCell0 serves as the building block of the 

whole system. A level 0 cell (DCell0) comprise of n 

commodity servers and a mini switch. Higher levels of 

cells are built by connecting multiple lower level (levell-1) 

DCells. Each DCelll-1 is connected to all other DCelll-1 in 

same DCelll. The DCell provides an extremely scalable 

architecture and a 3 level DCell having 6 servers in DCell0 

can accommodate around 3.26 Million servers. Figure 3 

shows a level 2 DCell having 2 servers in each DCell0. 

Figure shows the connection of only DCell1[0] to all other 

DCell1. 

Unlike the conventional switch based routing used in the 

hierarchical and fat-tree based DCN architectures, the 

DCell uses a hybrid routing and data processing protocol. 

Switches are used to communicate among the servers in 

same DCell0. The communication with servers in other 



Figure 3: Level 2 DCell (DCell2) 

DCells is performed by servers acting as routers. In fact 

just computational servers are also considered as the 

routers in the system. The DCellRouting scheme is used in 

the DCell architecture to compute the path from the 

source to destination node exploiting divide and conquer 

approach. Source node (s) computes the path from s to 

destination (d). The link that interconnects the DCells that 

contain the s and d in the same level is calculated first and 

then sub-paths from s to link and from link to d is 

calculated. Combination of both sub-paths gives the path 

from s to d.  The DCellRouting is not a minimum hop 

routing scheme therefore, the calculated route has more 

hops than the shortest path routing. 

Popa et al. (Popa et al. 2010) present a methodology of 

the theoretical approximation of cost of different DCN 

architectures by using the system performance metrics, 

namely network latency and capacity. The authors also 

presented a cost comparison of different DCN 

architectures by using current market price of energy and 

equipment. Gyarmati et al. (Gyarmati et al. 2010) 

compared the energy consumption in different DCN 

architectures. The authors have derived the results from 

mathematical analysis by considering the number of 

servers, total number of ports, and switches. They 

considered the static predefined measurement of energy 

consumption for devices. Chen et al. (Chen et al. 2010) 

have surveyed the routing protocols used in the major 

DCN architecture models and have addressed some open 

questions and security issues in DCN routing. 

Implementation of DCN architectures would be discussed 

in next section.  

SIMULATION EXPERIMENTS 

Environment  

The main aim of a simple empirical simulation analysis 

presented in this section is to provide the insight of 

different DCN architectures in a realistic manner. Two 



DCN core architectural models, namely the fat-tree based 

architecture (Al-Fares et al. 2008) and recursively build 

architecture (Guo et al. 2008), have been used for the 

simulation of the multi-level DCN performance. These 

models have been adapted to illustrate the efficiencies of 

different routing protocols (Guo et al. 2009; Greenberg et 

al. 2009). We used ns-3 discrete-event network simulator 

for implementing the considered DCN architectures (ns-3 

2012). The ns-3 simulator allows to model various 

realistic scenarios. The most important salient features of 

ns-3 simulator are: (a) an implementation of real IP 

addresses, (b) BSD socket interface, (c) multiple 

installations of interfaces on a single node, (d) real 

network bytes are contained in simulated packets, and (e) 

packet traces can be captured and analyzed using tools 

like Wireshark. In this work, the DCN architectures uses: 

(a) the customized addressing scheme, (b) the customized 

routing protocols that strongly depend on the applied 

addressing scheme (e.g., (Al-Fares et al. 2008)). 

Therefore, ns-3 deemed as the most appropriate network 

simulator for our work. One of the major drawbacks of 

using the ns-3 simulator is a lack of the switch module in 

ns-3 library. and conventional  Ethernet protocol cannot 

be implemented. Therefore, we configured Point-To-Point 

links for the connection of switches and nodes. 

Implementation Details 

The considered DCN architectures have been 

implemented using the multiple network interfaces at each 

node as required. In the case of fat-tree based topology, 

the primary and secondary routing tables are generated 

dynamically based on the number of pods. The realistic IP 

addresses have been generated for all nodes in the system 

and linked to appropriate lower layer switches. Three 

layers of switches have been created, interconnected 

properly and populated with primary and secondary 

routing tables. We have customized the general simulator 

model by extending it with an additional routing module 

for processing two layered based primary and secondary 

routing tables in ns-3. 

In the DCell architecture, the DCellRouting protocol is 

implemented to generate the end-to-end path at source 

node. We have specified a scalable addressing protocol 

for this model. The DCellRouting lacks the generic 

protocol description and a specific routing scenario is 

discussed by authors. We have used source based routing 

to route the packets from the source to destination. 

Simulation Results 

We have simulated the fat-tree based DCN architecture 

using its customized routing algorithm. The DCell 

architecture is implemented with the DCell’s customized 

topology and addressing scheme. However, we have used 

built-in source based routing module i.e., Nix-Vector 

routing (Nix-Vector  2012). We have used uniform 

random distribution and exponential random distribution 

to compute the communication pattern and traffic 

generation. The performances of the considered 

architectural models have been verified by using the 

following two criteria:  

(a) Average packet delay: Average packet delay in 

the network is calculated using the Eq. (2). 
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where Dagg calculated in Eq. (1) is the aggregate delay of 

all the received packets and dj is the delay of packet j. n is 

total number of packets received in the network, whereas  

Davg is average packet delay.  

(b) Average network throughput: Average network 

throughput is calculated using the Eq. 3. 
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where τ is the throughput, Pi is the i
th

 received packet, 

δ is the size of the packet (in bits), and Dagg is the 

aggregate packets delay.  

The parameters used in the simulation of the fat-tree based 

architecture are given in Table 1. 

Table 1: Simulation parameters for the fat-tree 

number of pods 4 – 72 

number of nodes 16 – 93312 

simulation running time 10 – 1000 seconds 

Packet size 1024 bytes 

The parameters used in the simulation of the the DCell 

architecture are given in Table 2. 

Table 2: Simulation parameters for the DCell 

number of levels 1 – 3 

number of nodes in DCell0 2 – 8 

total nodes in the DCell 20 – 5000 

simulation running time 10 – 1000 seconds 

routing algorithm Nix-Vector 

Simulations are performed by varying aforementioned 

parameters to achieve results in respective topologies. A 

comparison of network throughput and average packet  
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Figure 4: Throughput and average Packet Delay using Exponential Random Traffic distribution 
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Figure 5: Throughput and average Packet Delay using Uniform Random Traffic distribution 

delay for both of the aforementioned architectures is 

shown in Figure 4. Communication pattern and traffic 

generation is achieved by using exponential random 

distribution. Figure 5 shows the comparison of network 

throughput and average packet delay using uniform 

random communication pattern and traffic generation. 

The simulation results show that the fat-tree topology is 

consistent in throughput and a slight degradation in 

throughput is observed when the number of nodes is 

increased. More than 1 Million packets are exchanged 

in simulating the fat-tree topology with 72 pods and 

93,312 serves in 100 seconds. The average network 

throughput for 256 to 93,000 nodes was observed in a 

range from 169Mbps to 165Mbps respectively. The 

average packet delay in the fat-tree based architecture is 

also observed to be nearly consistent.  The observed 

average packet delay falls in the range from 0.043 ms to 

0.049 ms for 4 pods to 72 pods simulation respectively. 

The observed results depict that the performance of the 

fat- tree based architecture is independent of the number 

of nodes.  

In case of the DCell architecture, we have used Nix-

Vector source based routing. The observed results show 

a decline in curve when the number of nodes is 

increased. The DCell outperforms the fat-tree based 

architecture for small number of nodes but gradually 

declines in terms of throughput when number of nodes 

and DCell levels increase. A similar behavior is 

observed in average packet delay. The results show that 

the throughput decreases greatly as the number of nodes 

increase from 20 to 500. However, results show a minor 

curve declination after the number of nodes reaches 

500.  

The results show that the fat-tree base architecture 

outperforms the DCell in terms of average network 

throughput and packet latency. 

 

CONCLUSIONS 

We presented a comparison of the major data center 

architectures that addresses the issues of network 

scalability and oversubscription. We simulated the 

performance of DCN architectures in various realistic 

scenarios. The simulation results show that the fat-tree 

based DCN architecture performs better than the DCell 

DCN architecture in terms of average network 

throughput and latency. In our future work, we plan to 

implement the DCell customized routing scheme and 

compare its performance with shortest path routing and 

the fat-tree based routing schemes. We will also 



implement legacy data center architecture and compare 

the performance of all major data center architectures in 

terms of cost and performance. 
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