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ABSTRACT 
In this paper, we propose a novel integrated 

circuit and architectural level technique to reduce 
power consumption of register files in high­
performance microprocessors. Our simulation 
results on 32-nm process show 12.7-14.1% power 
reduction for ROB (Reorder Buffer)-based micro­
processors and 12.4-17.9% power reduction for 
checkpoint-based microprocessors, respectively, 
with less than 5% impact on excess time. 

I. INTRODUCTION 
As a fundamental part in modern microproces­

sors, register files attempt to shrink the big gap 
between microprocessor and memory systems to 
achieve high performance [1-3]. Fig. 1, the chip 
photographs of Intel Pentium 4 processor and 
AMD Deerhound processor, shows that register 
files have comparable area to that of level-1 data 
cache [1]. However, they consume much more 
power than level-1 data cache due to the highly 
frequent accesses: every instruction requires three 
accesses (two reads and one write) to the register 
files on average, but level-1 data cache is only ac­
cessed by each load and store instruction once. 
This situation is further exacerbated in Simultane­
ous Multithreading (SMT) processors, where the 
access frequency is increased by multiple threads. 
Therefore, register files become one of the most 
power hungry parts of modern microprocessors 
and they consume up to 25-37% of the total pro­
cessor power [4]. Consequently, low power register 
files design is a critical issue in modern micropro­
cessors. 

Researchers have reduced the power 
consumption of register files in two major ways. 
The first set of solutions focus on allocation and 
deallocation mechanisms of registers to enhance 
the efficiency in register usage and therefore 
smaller register files can be used to reduce the 
power consumption [5-6]. The second set of 
techniques aim at designing novel register files to 
suppress the power consumption [2-3]. These 
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techniques are close in spirit to our scheme. In this 
paper, a novel low power tri-state register file 
design is proposed and its detailed circuit-level 
implementations and architectural mechanisms are 
provided. Compared to existing work, our scheme 
is different in a couple ways: (1) it has greater po­
tential for power reduction (owning to short-pulsed 
dead signal, register early release technique, and 
effective low-leakage drowsy and mlnlmum­
leakage dead states); (2) it can be applied for both 
ROB-based and checkpoint-based microproces­
sors. 

(a) Intel Pentium 4 (b) AMD Deerhound 

Figure 1: Register files (RED) and level-1 data cache (BLUE) in 

microprocessors. 

II. MOTIVATION 
Modern out-of-order processor adopts register 

rename technique to increase instruction level par­
allelism. To recover the processor state on an in­
correct branch speculation, two well-known recov­
ery mechanisms are applied in industry: ROB and 
checkpoints. For example, MIPS R1000 [7] uses 
the ROB approach and Power4 [8] adopts check­
point-based structure. 

This work was primarily motivated by the fact 
that, registers in both ROB- and checkpoint- based 
microarchitectures experience different states. In 
ROB-based microarchitecture, during decoding 
stages, instructions are inserted in program order 
in a recorder buffer (ROB). And then they are 
committed in program order to maintain a precise 
processor state. According to the usage of its con­
tent, a register have four states: empty, ready, idle 



and free [5]. Consider the physical register P1 in 
the code example in Fig. 2. When instruction A is 
renamed, P1 is mapped to r1 and accordingly P1 
changes from free state to the empty state; as A 
executes, P1 becomes the ready state to contain 
valid data; after its last consumer instruction B read 
its value, P1 is in idle state for recovery until the 
instruction L redefining its logical register (Redefin­
er) commits; and then P1 returns to the free state. 
Different from ROB-based microarchitecture, 
checkpoint-based microarchitecture creates 
checkpoints (such as CP1 and CP2 in Fig.2) to 
restore correct processor state on rollback [3]. Ac­
cordingly, a register has three states: active regis­
ters are used to store useful information; check­
pOinted registers keep data only for the purpose of 
recovery; and free registers will not be accessed 
until they are mapped to another architecture regis­
ter. 

Therefore, the basic idea of our scheme is to 
design a novel register cell with three states (work, 
drowsy and dead) and then relate the state of reg­
ister cells to the state of this register. Specifically, 
when a register is in ready or active states, its cells 
are in work state to keep valid data effectively; as 
the register enters idle state or checkpointed state, 
its cells are in low-leakage data-retention state for 
recovery; once the register is released, its cells 
become minimum-leakage dead state without 
keeping valid information. The circuit-level imple­
mentation and architectural mechanisms of our 
scheme will be discussed in Section III and IV. 

PC 

A 

B 

Original 

code 

ADD -> r1 

OR <- r1 

Rename 

code 

ADD ->P1 

OR<- P8 

Many instructions do not need r1 
L SUB ->r1 SUB ->r1 
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Figure 2: Example Code Sequence 
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III. CIRCUIT IMPLEMENTATION OF NOVEL TRI­
STATE REGISTERS 

Fig. 3 shows the schematic of the novel tri­
state register. Here, a discharging NMOS transistor 
(Ndischarge) is inserted to each traditional register cell; 
and a data-retention NMOS transistor (Ndata-retention) 
is connected to each register. The operation of 
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cells in a register is determined by two signals: 
dead and drowsy. The generation logic of these 
two Signals will be discussed in Section IV. 

A. Work state 

When the novel tri-state register is in work 
state (dead=O and drowsy=O), Ndischarge of each cell 
is maintained cutoff and Ndata-retention is turned on, so 
the working function of each cell is similar to a 
conventional one. 

B. Drowsy state 

To achieve a low-leakage data-retention 
drowsy state (dead=O and drowsy=1), the gated­
ground technique [9] is utilized in our design. While 
Ndata-retention is turned off, due to the charging leak­
age current, the node storing '0' goes up and gets 
saturated quickly. This saturated voltage depends 
on the size and threshold voltage of Ndata-retention. 
Based on our sizing criteria and technology de­
tailed in Section V, this saturated voltage is about 
0.35V, so it can not turn on the NMOS transistor 
which connects the node storing '1' to virtual 
ground. Therefore, the node storing '1' is firmly 
strapped to Vdd and the data is retained successful­
ly. Due to the stack effect, the leakage current of a 
register is suppressed effectively. Note that, the 
drowsy state is more susceptible to noise sources 
and process variations as compared to work state. 

As compared to the CP register in [3] based on 
power-gating technique to reduce the leakage cur­
rent, the advantage of our low-leakage data­
retention implementation is that it incurs less area 
penalty and also it achieves larger leakage current 
savings which will be discussed in Section V. 

C. Dead state 

In addition to offering a low-leakage data­
retention drowsy state, the proposed tri-state tech­
nique provides a minimum-leakage dead state 
(dead=1 and drowsy=O). In a register cell, the 
leakage current generated by the local bit line of all 
read ports, which depends on the stored data of 
the cell, dominates the total leakage current of the 
cell. Due to the stack effect, the leakage current of 
storing '0' is much smaller than that of storing '1' 
[2]. Therefore, when a register can be released 
safely, the useless data in it cells can be dis­
charged to 'O's, achieving the minimum leakage 
current. 



There are two major differences between our 
implementation in dead state and the design in [2]. 
First, the design in [2] adopts a DC dead signal to 
turn on discharging transistor in the entire dead 
state, but our design applies a short-pulse dead 
signal: when a register is released, the dead signal 
to its cells becomes high to discharge Ndischarge; 
when the discharging process finishes, the dead 
signal changes to low immediately to turn off Ndis-
charge. Our experiment in Section IV shows that this 
discharging process is very short (-18ps) as com­
pared to the clock frequency (125ps). Such short­
pulse dead signal results in two advantages: (1) it 
achieves gate leakage current savings, because 
the reverse gate leakage current in OFF Ndischarge is 
much less than the forward gate leakage current in 
ON Ndischarge; (2) the dead pulse turns off Ndischarge 
very early, and therefore there is no need to set 
this signal when the cells becomes work state, 
which is beneficial to achieve a fast and robust 
transition. The hardware implementation overhead 
of the short-pulse dead signal is very small, as 
shown in Fig. 4. Another difference lies in the fact 
that the dead signal in [2] is generated based on 
the conventional register release mechanism while 

our design combines the early register release 
technique to achieve maximum power savings, 
which will be discussed in Section IV. 

Note that, since typically the scheduler selects 
an instruction more than a cycle before the oper­
ands are accessed, we expect that the transition 
cycles of register cells from dead state to work 
state have little or no impact on the clock cycle. If, 
however, this becomes a concern, then we can get 
a warning several cycles before free registers enter 
the ready state to maintain the performance. 

IV. ARCHITECTURAL MECHANISMS OF NOVEL 
TRI-STATE REGISTER TECHNIQUE 

In this section, the architectural mechanisms of 
the proposed tri-state register are explored in both 
ROB-based and checkpoint-based processors. 

A. Implement in ROB-based microarchitecture 

As discussed in Section II, in ROB-based mi­
croarchitecture, the conventional register releasing 
mechanism is designed to support the worst-case 
scenarios: a register keeps its data in idle state just 
for branch mispredication recovery and can not be 
freed until its Redefiner reclaims. 

: . .  -: 

Virtual ground 

Figure 3: Schematic design of novel register files. 

conventional release in case 2 

RegUse Counter 
IstMapped flag 

(a) ROB-based Microarchitecture 

Figure 4: Per register management logic in microprocessors 
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However, due to the instructions between a 
register's last consumer and its Redefiner (see Fig. 
2), a register may stay in the idle state for many 
cycles and consumes significant leakage power. 

Therefore, to achieve high potential power re­
duction, we combine the register early release 
technique [5-6] while implementing our proposed 
scheme on architectural level. Depending on if 
there are unresolved branch instructions between 
a register's last consumer and its Redefiner, two 
distinct cases arise: 

Case 1. Based on the compiler assisted regis­
ter early release scheme, the processor such as an 
oracle knows the instructions that are the last con­
sumer and Redefiner of each register. If there is no 
pending branch instruction between the last con­
sumer and Redefiner of a register, once the last 
consumer reads it, this register can be freed im­
mediately and its cells becomes dead state. 

Case 2. The last consumer of a register can be 
identified, but there are still unsolved branch in­
structions between its last consumer and its Rede­
finer. In this case, the register must hold its data in 
idle state for recovery from brunch misprediction. 
Since the mispredication happens rarely in practice, 
its cells can be in the low-leakage data-retention 
state for recovery and then changes to dead state 
when this register can be released safely. 

Fig. 4 (a) shows the register management logic. 
RegMap flag, Complete flag, and RegUse counter 
have been contained in the renaming logic of con­
ventional microprocessors. Reg Map flag indicates 
whether a register is mapped to an architecture 
register. RegUse counter is used to record the 
number of consumers that have not read the in­
formation of a register. Complete flag denotes if a 
register has been redefined. In addition, another 
two bits need to added to achieve register early 
release mechanism: LConFree flag is set to '1' by 
the complier in Case 1 and '0' in Case 2; 
1stMapped flag is set to '1' when the processor 
identifies the first instruction which will write valid 
data into a register, thereby turning the register's 
cells from dead state to work state. Therefore, as 
shown in Fig. 4 (a), a dead pulse will be generated 
when a register is freed either in conventional re­
lease condition (RegMap=O, Complete=1 and Re­
gUse=O) or in early release condition (RegUse=O, 
LConFree=1, and 1stMapped=0). Otherwise, if 
RegUse=O and 1stMapped=0, a high drowsy signal 
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is produced to set the cells to low-leakage data­
retention drowsy state. 

B. Implement in Checkpoint-based processors 

The register management logic in check­
pointed microarchitecture is shown in Fig. 4 (b), 
which uses two counters and one status bit per 
physical register. In addition to RegUser Counter 
and Reg Mapped flag, a CP counter is incremented 
(or decremented) when a reading instruction with 
the same checkpoint tag renames or executes [3]. 
Therefore, a register can be freed if and only if Re­
gUse counter = Reg Mapped = CP counter = O. In 
this case, a short-pulse dead signal is generated to 
discharge all of its cells to dead state. If RegUse 
counter = Reg Mapped = 0 but CP counter = 1, 
then this register is checkpointed and must hold its 
information for recovery. So its cells can be turned 
into low leakage data-retention drowsy state by 
generating a low drowsy signal. 

V. EVALUATIONS AND DISCUSSIONS 
This section evaluates our proposed tri-state 

register scheme. We use the following model to 
estimate the power consumption of registers: 

Pbase=1 
Pnon_base=%RF'1,xNormP'1,+%RF'o,xNormP,o' 
NormP'1'= 
NormPwOrk'1,x%RFWOrk+ NormPdrowsy'1,x%RFdrowsy 
+ NormPdead'1,x%RFdead 
NormP,o'= 
NormPwOrk'o,x%RFwork+ NormPdrowSy'o,x%RFdrowsy 
+ NormPdead'o,x%RFdead 
The variables in the previous equations are 

defined as follows. 
Pbase - the power consumption of a convention­

al register and it equals to 1; 
Pnon-base - the power consumption of registers 

with different techniques, which is normal­
ized to that of a conventional register; 

NormP'1' (NormP,o') - normalized power of 
registers storing '1 '('0'); 

NormPwork'1' (NormPwork'o') - normalized active 
power of registers in work state while 

containing '1' ('0'); 
NormPdrOwSY'1' (NormPdrOwsy'o') - normalized 

leakage power in drowsy state while 
containing '1' ('0'); 

NormPdead'1' (NormPdead,o)- normalized leakage 
power in dead state while containing '1' ('0'); 



%RFwork- the fraction of registers in work state; 
%RFdrowsy - the fraction of registers in drowsy 

state; 
%RFdear the fraction of registers in dead state; 
%RF·1• (%RF·o·) - the fraction of registers 

storing '1' ('0'). 
In the following subsections, first, HSPICE 

simulation on circuit level is performed to obtain 
the normalized power consumption of different reg­
isters and then combine the architectural level pa­
rameters to obtain their overall power consumption. 

A. Power consumption on circuit-level 

32 nm PTM High klMetal-gate technology [10] 
(Vtnlow = IVtPlowl = 0.49V; Vtnhigh = 0.65V; VOD =1V) is 
used in this paper for the characterization of regis­
ter files. Four 32-bit registers with two read ports 
are designed: standard register, dead register in [2], 
CP register in [3], and our proposed register. 

The sizing of transistors in different registers is 
based on three important criteria: transistors in the 
basic register are sized to achieve 8 GHz operation 
in the application of 128-entry x32b register files; in 
the dead register [2] and our design, Ndischarge is 
sized minimum (W=L=32 nm) to lower the area 
overhead; for the transistors used for power-gating 
technique in CP register and Ndata-retention in our pro­
posed register, they are sized to achieve similar (::; 
5%) access time to that of basic register. Based on 
the MOSIS deep sub-micrometer design rules, we 
implemented the layout design of different registers 
and our proposed register cell design uses 16.7% 
more area than the standard register cell design. 
Given the power savings discussed as followed, 
this area increase is tolerable. 

Table 1 lists the power consumption of four 32-
bit registers. As shown, our proposed tri-state reg­
ister technique shows good power efficient charac­
teristics as compared to other techniques: in dead 
state, it achieves as much leakage power reduction 
as the dead register in [2]; in drowsy state, it can 
suppress the leakage power effectively; in active 
state, it shows negligible active power overhead. 
As also observed, the leakage power of different 
registers depends on the clock signal of local bit­
lines (LBL) strongly: registers consume much more 
leakage power when clock=O. This is because, the 
low clock signal precharges LBL and produces 
significant leakage current, which flows from LBL 
to register cells. 
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B. Evaluation of overall power consumption 

Table 2 reports our evaluation results of the 
overall power consumption of different registers. 
Note that, the architectural parameters are derived 
from the Simplescalar simulations based on SPEC 
CPU2000 integer and float-pointing benchmarks in 
[2] and [3]. An eighty-entry ROB and an eight­
deep in-order checkpoint buffer are implemented in 
two microarchitectures. As shown in Table 2, sig­
nificant power consumption reduction is achieved 
by our novel tri-state technique. In ROB-based mi­
croprocessors, this reduction ranges from as much 
as 10.1 %-11.7% in integer benchmarks and 10%-
11.3% in float-pointing benchmarks; in checkpoint­
based microprocessors, this reduction is 11 % in 
integer and 11.8% in float-pointing benchmarks. 

Also, in our scheme, since all free registers 
contain 'O's by default, writing a '0' to a register cell 
can be eliminated, thereby saving power consump­
tion of cells, decoder, word line drivers. This can 
be implemented by extracting an internal signal 
from the existing early zero detection logic within 
the functional units without timing overhead. Simu­
lation result in [2] shows that eliminating writing '0' 
operation can achieve 6% savings in active power 
consumption. Accordingly, we re-evaluate our pro­
posed technique in Table 2. As shown, it achieves 
12.7-14.1% savings for ROB-based and 12.4-
17.9% savings for checkpOint-based processors. 

Finally, it should be note that, even if our eval­
uation does not include the power of management 
logic, but the hardware implementation overhead 
of management logic is very limited as compared 
to two existing microarchitectures. Also, it is based 
on 32-bit registers with two read ports and. Since 
our proposed technique reduces the leakage cur­
rent in LBL, so it can achieve much more power 
consumption savings for register files with more 
reading ports. 

VI. CONCLUSION 
We propose a low power register files tech­

nique and provides its circuit implementation and 
architectural mechanism for both ROB-based and 
checkpoint-based microprocessors. Experiments 
have shown significant savings (12.7-14.1% for 
ROB-based microprocessors and 12.4-17.9% for 
checkpoint-based microprocessors) and great po­
tential in register files with multiple read ports. 



T bl C a e 1: omparison of Power Consumption in different reaisters (nW) 

Power 
Stored '1' Stored '0' 

(nW) 
States 32 bit Registers Clock Clock 

Ave. NorrnP·I• Ave. NormP·o· 
0 1 0 1 

all states basic 1419 433 926 1 377 368 373 1 

Drowsy 
Dead register [2]' 1413 445 929 1.003 374 365 370 0.992 

Leakage State 
reaister in [3] 1208 219 714 0.770 479 228 354 0.949 

power 
our design 1101 117 609 0.650 513 191 352 0.945 

Dead 
dead register [21 393 397 395 0.426 374 365 370 0.992 

State 
reaister in [31 1122 137 630 0.679 640 192 416 1.120 

our desian 401 400 401 0.432 365 356 361 0.968 
basic 1950 1 476 1 

Average Work dead in [2] 2114 1.084 492 1.034 
Active power State tri-state in [3] 1950 1.000 476 1.000 

our design 2121 1.088 495 1.040 
here is no drows y state in 2 and this [ ] ow r i 

. 
p e s Just In the work state 

T bl 2 E I r a e va ua Ion result of power consumption in different registers 

processors ROB-based microprocessor 
Checkpoint-based m icropro-

cessor 

Registers Parameters Integer 

All registers %RF·I• (%RF·o) 

Dead-register [2] 
%RFWOrk 66% 

%RFdead 34% 

%RFwork -

checkpoint register [3] %RFdrowsy -

%RFdead -

Two Cases Case1 Case2 

Our design 
%RFwork 21% 21% 

%RFdrowsy 0 45% 

%RF_d 79% 34% 

basic 1 

Normalized overall dead register [2] 0.951 

power with writing 'O's register in [3] -

our Design 0.883 0.899 
basic 1 

Normalized overall 
power without 

dead register [2] 0.933 

writing 'O's register in [3] -

our Design 0.857 
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