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ABSTRACT 
Using neural networks, a highly reliable and 

precise system to display low power dynamic cir-
cuit performance statistical characterization is pro-
posed in this paper. The proposed model success-
fully estimates the nonlinear changing of the leak-
age power, the active power and the delay of the 
different fan-in low power dynamic gates with the 
dual threshold voltage technique, the multiple-
supply technique and the sleep transistor tech-
nique. At last, the precision priority of estimating 
system is obtained.  
 
 I. INTRODUCTION 

Due of the superior speed and area character-
istics, the dynamic gates (DG) have been exten-
sively applied in critical part of modern high per-
formance microprocessor and memory [1]-[4]. 
However, as technology aggressive downscales 
and clock frequency increases, DG typically con-
sumes higher active and leakage power, which 
even degrades their performance. Therefore, the 
low power and error free operation of DG has be-
come a crucial issue in the current CMOS tech-
nologies, especially as the growing demand for the 
portable and battery operated systems such as cell 
phones and laptop [5]. 

A number of approaches have been proposed 
to reduce power of DG, among them, the dual 
threshold voltage (Vt) technique (DVT) [6], the mul-
tiple-supply technique (MST) [7] and the sleep 
transistor technique (STT) [8] are three of the most 
popular approaches. However, although these 
techniques reduce the power consumption, they 
degrade speed of the circuits more or less. Hence, 
quickly and precisely estimating the power and 
delay changing of DG with DVT, MST and STT 
would help designers judge whether optimized DG 
meet the design constrains of both the power and 
the delay, and therefore save a huge amount of 
time and reduce iteration greatly. 

Many methods have been proposed to realize 
this estimation, include the circuit simulation [9], 
[10], the probabilistic technique [11], [12], the 
macro-modeling approach [13] and the Monte 
Carlo analysis [14], [15]. However, although exist-
ing work has successfully implement estimation, 
there are some insufficiencies. Exhaustive simula-
tion would cost much more time, sometimes up to 
several days. Probabilistic techniques are weakly 
pattern dependent. And they are fast and tractable 
but typically involve assumptions about joint distri-
bution. Macro-modeling approach needs lower and 
upper bounds. Monte Carlo analysis is confidence 
interval based and as a result, it requires more it-
eration to converge [16]. 

As no explicit models are required, quick con-
vergence and effective classification [17], [18], the 
neural networks have emerged to avoid insuffi-
ciency of above methods and provide a very ap-
pealing approach to estimate nonlinear changing of 
power and delay of DG. Especially, the wavelet 
neural networks (WNN) has been widely known 
and successfully used in most estimation systems. 
In this paper, based on WNN, a novel estimating 
system for forecasting power and delay of DG with 
DVT, MST and STT is proposed. And its accuracy 
is validated with the simulation test. 
 
 II. LOW POWER TECHNIQUES  
 
A.  DVT in DG 

The DVT is realized through employing differ-
ent Vt transistors in different paths of circuits. As 
shown in fig. 1 (b), the critical signal transitions 
determining the delay of DG occurring along the 
evaluation path. In DG with DVT, therefore, all of 
the transistors, activated during the evaluation 
phase, have a low Vt. Alternatively, the precharge 
phase transitions are not critical for the perform-
ance of DG, they have high Vt [6]. 
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Fig. 1 (a) standard DG (b) DG with DVT (c) DG with footer (d) DG with header (e) DG with STT 

 
B.   STT in DG 

Fig.1 (c) and (d) displays STT based on a cur-
rent switch, which can be either a nMOSFET footer 
or a pMOSFET header. When DG is active (the 
footer and header are both turned on, sleep=1), the 
voltage of virtual ground/Vdd is close to ground/Vdd, 
which is determined by the size of the 
footer/header and the current that flows into the 
footer/header. Once setting idle (both the footer 
and the header are turned off, sleep=0), virtual 
ground/Vdd slowly goes up/down until it reaches a 
steady state potential, which is close to Vdd/ground. 
The steady state potential and the time that 
footer/header takes to reach are determined by the 
amount of current flows through the logic block and 
the footer/header. Thus, in idle mode, the leakage 
current path of DG is cut off by the sleep transistor, 
and the leakage power is suppressed greatly [8]. 
 
C. MST in DG 

MST is proposed in [7], as shown in fig.1 (e). In 
DG with MST, lower supply (Vddl) and higher 
ground (Gndh) are applied to reduce the supply 
swing (Vswing) from Vdd-Gnd to Vddl-Gndh (Gndh 
=Vgnd+|Vtp|, Vddl =Vdd–Vtn, Vtn and Vtp are the 
threshold voltages of Nt and Pt in fig.1 (e), respec-

tively). In this paper, both Vtp and Vtn are consid-
ered as optimization parameters to minimize the 
power consumption (|Vtp| = Vtn = 0.1V).Therefore, 
Vddl = 0.7V, Gndh = 0.1V. 

However, both PMOS and NMOS transistors in 
output inverter are simultaneously turned on and 
produce significant short circuit current which in-
creases leakage power consumption. Furthermore, 
the delay is increased due to significantly degraded 
gate overdrive of output inverter. In order to sup-
press this short-circuit current, the high Vt transis-
tor is employed in the output inverter. 

 
D.   Fan-in effect on power and delay    

In a DG with DVT, MST and STT, the number 
of fan-in has a crucial impact on its power and 
speed characteristics. On the one hand, most of 
DG power is produced by the transistors in pull-
down network (PDN) and the number of these 
transistors greatly influences the effectiveness of 
DTV, MST and STT on suppressing power. On the 
other hand, with the increasing fan-in, the more 
current paths are constructed from dynamic node 
to ground. These additional current paths decrease 
the delay of the evaluation stage and compensate 
the speed loss. 
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 III. ESTIMATING SYSTEM BASED ON WNN 
WNN is multi-layer feedback architecture with 

wavelet, allowing the minimum time to converge to 
its global maximum [19]. The WNN employs a 
wavelet base rather than a sigmoid function, which 
discriminates it from general back propagation 
neural networks. 

The function of mapping can be expressed as: 
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where ω0 (0=1, 2…, h) and ψj0 are output of hidden 
layer neurons and the wavelet bases, respectively. 
Networks have three parameters to be trained: 
output weight ω，translation factors a and dilation 
factors b. 

In this paper, a set of training samples with la-
bels D= {(yi, xi) i=1,2…,N}∣ . And the Morlet wave-
let is used as stimulation function of hidden layer 
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where N is the total number of training patterns, 
and d

ijy , and yj,i are the desired and real outputs, 

respectively. The training process of WNN is per-
formed as following: 
1) Create initial population of individuals according 
to the initiation strategy-output weight ω, translation 
factors a and dilation factors b are in (0, 1). 
2) Calculate the fitness function by (2). 
3) To minimize the fitness function in (2), the 
weights and coefficients a and b can be updated 
using the following formulas 
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Where η=0.01, α =0.05. j is the number of hidden 
layer neurons.      

4) Repeat step 2) to step 3) until some con-
straint condition is satisfied, then stop and the de-
sired individuals are obtained. 
 
IV. RESULTS AND ANALYSIS 

As described in section II, the input of the 
WNN is the number of fan-in of DG with DTV, MST 
and STT and the outputs are power reduction per-
centage and delay increase percentage as com-
pared to standard DG. The training data and test-
ing data are collected from the simulation results 
with HSPICE tools based on 45nm BSIM4 model 
[20]. Device parameters are shown in Table 2. 
Each gate drives a capacitive load of 8fF and is 
turned to operate at 1GHz clock frequency. When 
simulating the leakage power, all of DG are set in 
CHIH (clock=1, In_1= In_2=… In_n =1) state, 
which can ensure every gates in the lowest leak-
age state [21]. In order to test the availability of the 
model, the testing data come from 2, 4, 6, 8, 16, 32, 
40, 48-inputs dynamic OR and MUX gates, be-
cause these typical gates are usually utilized in 
practice. The network was trained within 2500 
learning iterations. The largest error E or given 
precision is 0.0001.  

As can be seen from table 3, the leakage and 
active power reduction and delay increase per-
centage of DG with DVT ranges about from 2%-
18%, 2%-13% and 29%-59% as compared to 
standard DG. This is because the active power of 
DG consist of leakage and switching power, and 
the leakage power decreases with the increasing 
of Vt and it can be expressed as followed 
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 Table 1 Testing Errors (%) 
 (LR: Leakage power reduction; AR: Active power reduction; DI: delay increase )  Table 2 Parameters of devices 

Technique Fan-in 2 4 8 16 32 40 48 Ave.  Supply Gnd voltage 
LR 2.7000 1.1597 1.0799 0.7202 0.0266 0.8043 0.0500 1.0929  Vdd Vddl Gnd Gndh 
AR 4.8800 2.2112 4.6943 0.8647 0.0482 4.8988 2.5100 2.8298  0.8V 0.7V 0V 0.1V O

R
 

DI  2.9700 8.2315 7.2349 0.8163 1.9014 2.5517 0.6900 4.5625  Low-Vt NMOS Low-Vt PMOS 
LR 3.5480 0.8246 0.2776 0.8841 0.0296 1.1080 0.0520 1.0709  0.22V -0.22V 
AR 8.2160 3.1271 4.7540 3.7221 0.1339 7.0133 0.4890 4.2991  High-Vt NMOS High -Vt PMOS 

D
V

T 

M
U

X
 

DI  9.6940 1.0243 10.6633 0.4807 0.4265 5.8971 2.2080 4.3158  0.35V -0.35V 
LR 0.3440 0.3042 0.1075 0.2945 0.2079 1.4729 0.0940 0.2554      
AR 5.2570 2.2082 0.5316 3.5276 0.5112 2.9843 3.9780 2.2191      O

R
 

DI  5.7050 2.2749 2.9334 4.3154 1.8777 3.5023 3.6180 3.4652   
LR 0.6200 0.4956 0.3822 0.2708 0.1834 1.5259 0.0790 0.3272  
AR 0.1350 0.3921 0.9525 6.4847 3.4804 1.9057 0.6460 1.6381  Table 3 Power and Delay change (%)M

S
T 

M
U

X
 

DI  3.6880 2.8448 1.8892 10.6309 1.5223 4.0556 0.7470 3.1827  Tec. Range Tec. Range 
LR  0.1064 0.0608 0.9805 0.0796 0.0586 0.0030 0.7121 3.6375  LR 2-18 LR 98-99
AR 9.5449 4.6514 0.1494 0.5800 0.3004 2.4330 3.2894 3.1483  AR 8-10 AR 0-10O

R
 

DI 2.1044 7.4196 1.4263 2.3059 0.3079 0.3890 3.1988 1.4078  

O
R

 

DI  32-58 

O
R

 

DI 0-3
LR  0.1390 0.0589 0.8953 1.8169 1.6270 0.0010 2.4089 0.9924  LR 2-15 LR 20-40
AR 12.5010 1.4655 9.9338 1.9495 2.5194 4.8380 4.9590 5.4523  AR 2-13 AR 0-10

Fo
ot

er
 

M
U

X
 

DI 1.6220 0.5052 9.2605 2.4229 2.6869 2.9727 2.8536 1.7450  

D
V

T 
M

U
X

 

DI  29-56 

Fo
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M
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DI 38-68
LR  1.1980 1.1607 3.8974 0.2416 0.3288 0.7410 1.2469 0.3900  LR 49-55 LR 98-99
AR 10.1170 1.2211 5.9616 0.7836 1.1507 11.4632 4.5598 4.4510  AR 15-32 AR 0-25O

R
 

DI 14.2549 3.5362 1.0832 2.7835 3.2329 0.7951 4.3174 5.3410  

O
R

 

DI  8-20 

O
R

 

DI 0-5
LR  2.1130 1.6970 1.4918 2.1581 0.0187 5.7683 2.1348 0.3440  LR 48-54 LR 15-37
AR 1.1840 4.4402 1.5804 4.2555 3.0187 12.5128 4.4903 2.3150  AR 20-31 AR 5-23
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where Isub, Leff and Weff are the sub-threshold leak-
age current, the effective channel length and width 
respectively, and other parameters have their 
usual meanings. 

However, high Vt transistors in circuits will de-
grade the speed (v) of DG, which are given as 

               
5.0

3.1
3.0 1

ox

dd

t
dd

t

V
V

V
v

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

∝                        (10) 

As can be seen from table 3, the leakage and 
active power reduction and delay increase per-
centage of DG with MST ranges about from 48%-
55%, 15%-32% and 4%-20% as compared to 
standard DG. And in DG with MST, the total power 
Ptotal as expressed  
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where α, f, Ileak, Pswitching, Pleak CL and Vswing are the 
switching activity factor, the clock frequency, the 

leakage current, the switching power, the leakage 
power, the capacitive load at the dynamic node, 
and the dynamic node voltage swing (Vswing = Vddl-
Gndh), respectively. The switching power con-
sumed for charging/discharging the dynamic node 
has a quadratic dependence on the dynamic node 
voltage swing. The leakage power has a linear de-
pendence on the dynamic node voltage swing. 
Hence, the power saving of DG with MST is signifi-
cantly higher as compared to DG with the signal 
supply. But, as shown in (10), the speed (v) is also 
reduced with lower Vdd. 

When the STT is applied in DG, the power 
characteristic is complex, as can be seen from ta-
ble 3. Leakage power of DG with footer and header 
transistor is decreased up to 98% as compared to 
that of standard DG. What’s more, the leakage 
power saving offset active power increase that is 
introduced by the additional parasitic capacitance 
of the sleep transistor. Therefore, the active power 
of dynamic power is reduced 0-25%. Due of simple 
structures of PDN of OR gates, the number of fin-in 
have little effect to speed. But as to MUX gates, 
the delay is determined by the stack effect and the 
relative contribution of the capacitance between 
the capacitance of P1+P2 (in fig.1 (c), (d)) and in 
PDN. When fan-in is 40, in DG with footer, the ca-
pacitance of P1+P2 mismatches with that of 
PDN+Nclock+Nsleep; in DG with header, the capaci-
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tance of P1+P2+Nsleep mismatches with that of 
PDN+Nclock, which decelerate the circuits greatly, 
the maximum delay penalty is up to 68%, as 
shown in Table 3. 

The testing errors are listed in table 1. And the 
power and delay estimating errors both are less 
than 15%, and average errors less than 5%. Obvi-
ously, the estimating system possesses the high 
estimation accuracy. Therefore, this system based 
on wavelet neural network has strong stability and 
it can be embedded in EDA tools as power and 
delay estimation program module. What’s more, it 
also can be seen from table 1, in DG with DVT, 
STT and MST, the average estimating errors of the 
leakage power decrease are smaller than that of 
the active power decrease and the delay increase. 
As for DG with DVT and MST, the average esti-
mating errors of the active power decrease are 
smaller than that of the delay increase. As for DG 
with STT, the average estimating errors of delay 
increase are smaller than that of the active power 
decrease. Thus, the precision priority of estimating 
system is as followed 
 DVT: leakage power > active power >delay 
 MST: leakage power > active power >delay  
 STT: leakage power > delay > active power 
 
V. CONCLUSION 

A fast and precise system based on wavelet 
neural networks for estimation is proposed to help 
designers judge whether the application of DVT, 
MST and MST in DG meet the design constrains of 
the power and the delay, thereby saving consider-
able time and energy. The simulation results for 
verification indicate that the system can be well 
applied in VLSI design process with accuracy ratio 
of more than 85%. And three techniques realize 
the power optimization with different optimized effi-
ciencies and speed loss. At last, the precision pri-
ority of estimating system is discussed 
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