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A hybrid network technique is proposed in dynamic CMOS XOR/XNOR gate to reduce the power con-
sumption, save the layout area and avoid signal skew. Compared to the standard N type dynamic gate
with similar delay time, the leakage power, dynamic power and layout area of the novel XOR/XNOR gate
are reduced by up to 51%, 13% and 24%, respectively. Also, the inputs and clock signals combination static
state dependent leakage characteristics of three dynamic CMOS XOR/XNOR gates are analyzed thor-
oughly. Finally, their robustness to noise, process and temperature variations are discussed.
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1. Introduction

CMOS XOR/XNOR gates are fundamental units in various cir-
cuits especially circuits used for performing arithmetic operations
in high speed microprocessor, such as adders, multipliers, and
comparators [1-3]. They are a part of the critical path, thereby
influencing the overall performance of the entire system [4].

Due to the complex PMOS network (Pull up network) and
complementary inputs, traditional CMOS XOR and XNOR gates
are characterized by high power consumption and low speed.
Therefore, several new XOR and XNOR gates have been proposed
based on different logic styles [4-8]. One design in [5] adopts the
pass-transistor logic to reduce power consumption, but it has
non-full voltage swing at the output and a limited driving capabil-
ity. The other design in [5] employs a static CMOS inverter to
improve the driving capability, but it introduces signal skew and
results in extra layout area and power consumption. Although
the design in [6] is proved to be power-efficient, its delay is too
large to be utilized in high-speed circuits. More importantly, all
of the gates in [5,6] fail to work properly when the supply voltage
is scaled-down with the development of VLSI technology. A
10-transistor design is presented in [7] based on transmission
gates to function at lower supply voltages, but it leads to large
power consumption because of the presence of the three static
inverters. The design in [8] achieves full-swing operation using
only six transistors and thus it saves layout area. However, when
the two inputs are “00” or “11”, switching two cross-coupled tran-
sistors increases short circuit current and power consumption [4].
Two new XOR and XNOR gates are proposed in [4] to realize
power-area-delay trade-off, but they fails to consider the influence
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of process and temperature variations. What’s more, all of above
designs are independent of clock signal and are unsuitable to be
applied in pipeline and SRAM bit line circuits of the modern high
performance microprocessors, because clock signal is required to
control the running speed of the gates, and set the gates in standby
state or evaluation state for gating technique.

Thus, dynamic CMOS XOR/XNOR gates (DXG) running with high
frequency clock signal, due to the superior speed, small area, full
voltage swing and satisfying driving capability, has been exten-
sively applied in critical path design in microprocessor [1-4]. How-
ever, dynamic CMOS gates typically consume higher dynamic
switching power, especially, with the rapid development of tech-
nology, the scaling of threshold voltage (V},) and gate oxide thick-
ness (tox) result in exponential increase of sub-threshold leakage
and gate leakage power [15-17]. And the two standard DXGs - N
type (DXGN) or P type (DXGP) structure - implement A © B/A ©
B with inverter, which would inevitably add induce signal skew
and propagation delay.

A novel DXG with hybrid network (DXGH), therefore, is pro-
posed in this paper to achieve high power/speed/area efficient
operation without input signal skew. In Section 2, the proposed
structure is discussed in detail. In Section 3, the simulation results
regarding leakage current, power, layout area, and noise margins
are analyzed. Performance of the different DXGs under influence
of the process parameter and temperature variations are shown
in Section 4 and the conclusion is presented in Section 5.

2. Proposed structure

Fig. 1 shows the structures of DXGN, DXGP and DXGH. As
shown in Fig. 1a and b, DXGN and DXGP generate XOR and XNOR
output signal utilizing the pull-down NMOS network (PDN) and
the pull-up PMOS network (PUN), respectively. But DXGP has
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superior leakage power characteristics as compared to DXGN. This
is because the barrier height for the holes tunneling from the con-
duction band (ECB) is higher than that for the electrons tunneling
from the valence band (HVB) and therefore PMOS transistors pro-
duces much less gate leakage current [10], which is shown in Table
1. But the evaluation speed of DXGN is higher than that of DXGP
due to higher mobility of electrons than the holes. So DXGN con-
sumes more power consumption but achieves higher speed, as
compared to DXGP [9]. Obviously, there is a tradeoff between
power consumption and delay time existing in dynamic XOR and
XNOR gate. Therefore, DXGH with hybrid network is proposed to
achieve this goal, which is shown in Fig. 1c. The hybrid network,
based on the mixed application of PMOS transistor and NMOS tran-
sistor in PDN, is applied instead of the traditional PDN and PUN.
The hybrid network consists of N1, P2, N3, and P4. It is operated
as follows. When the clock is set low, Pc1 is turned on. The dy-
namic node is charged to high by the precharge transistor Pc1.
The output node is discharged to ground by Nrl. The evaluation
phase begins when the clock is set high. Pc1 is cut off. Provided
that the necessary inputs combination to discharge the evaluation
node-(A=0,B=1) or (A=1, B=0)-is applied, the circuit evaluates
and the dynamic node is discharged to ground, thereby generating
low XNOR_Out and high XOR_Out. Otherwise, if (A=0, B=0) or
(A=1, B=1) is applied, the high state of the dynamic node will
be preserved until the following precharge phase, and XNOR_Out
maintains high and XOR_Out maintains low. Because the inputs
of DXGH do not include complementary signals, the static inverter
and input signal skew are both cancelled, which would improve
the power and layout area characteristics effectively.

3. Simulation results

DXGN, DXGP, and DXGH are simulated respectively based on
45 nm BSIM4 models [11] by the HSPICE tool. In a worst case tem-
perature of 110 °C at which the gate is dynamic and room temper-
ature of 25 °C at which gate is static, each dynamic gate drives a
capacitive load of 8 fF and is turned to operate at 1 GHz clock fre-
quency to effectively compare the leakage power, the dynamic
power, the layout area and the noise margins of different gates.
The area of a gate is taken as the total transistor width of the circuit
[12]. The threshold voltage of NMOS and PMOS transistors and
supply voltage are set as 0.22, —0.22, and 0.8 V, respectively. To
have a comparison, three different DXG gates are sized to have a
similar worst-case propagation delay.

The simulated results in four input vectors with two clock states
at 25 °C are listed in Table 2. It is shown that the optimal leakage
current states of DXGN, DXGP and DXGH are (CLK=0, input
vector = (0, 0)), (CLK =1, input vector = (0, 1)) and (CLK = 0, input
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Table 1

Normalized leakage current of the devices at 25 °C.
45 nm Technology NMOS PMOS
A: Tieak (IsubrIgate) 37.12 (19.59,17.53) 16.56 (15.56,1)
B: Igate 46.79 1.56

Transistor: width=1 pm, length =45 nm. l,e,: Total leakage current. Igae: Gate
leakage current. Ig,,: Sub-threshold leakage current. V;=0.22V. V434=0.8 V. A:
Vgs =0 and [Vgs| = Vaa. B: |Vgs| = |Veal = |Vgb| = Vaa. Currents are normalized to the
gate leakage current produced by PMOS Transistor in A state.

vector = (0, 0)), respectively, which can be explained as followed.
As listed in Table 1, the leakage current of the off-NMOS transistor
(37.12) is lower than that of the on-NMOS transistor (46.79),
whereas the leakage current of off-PMOS transistor (16.56) is much
higher than that of the on-PMOS transistor (1.56). In DXGH, when
the clock signal is gated low with (0,0) input vector, PMOS transis-
tors - P2 and P4 in the hybrid network and clock transistor Pc1 are
turned on and NMOS transistors — N1 and N3 in the hybrid net-
work and clock transistor Nc1 are cut off, thereby minimizing the
total leakage current. It is the same case as DXGN. As to the DXGP,
the optimal state is determined by stack effect. There exists a key
difference between the state dependence of Is, and Igaee: Isup Pri-
marily depends of the number of on and off transistors in a stack,
while I, also depends strongly on the position of the on and off
transistors. In the PUN of DXGP, any one of the four vectors would
turn on two transistors, but only vector (0, 1) placing all off-tran-
sistors at the bottom of the stack, which suppresses Ig,¢ and the to-
tal leakage current [13].

In order to further investigate the performance of DXG, the
noise margins of three different gates are quantified and listed in
Table 3. The noise signal is assumed to be a 2.5 GHz square wave
with 80% duty cycle. The maximum tolerable noise amplitude is
defined as the signal amplitude at the inputs induced a 10%-Vgq
drop in the voltage at the output of DXG. As listed in Table 3,
due to the absence of the protection of input buffer - static inver-
ter, the noise margin of DXGH has a little loss (0.03 V) as compared
to that of DXGN, but DXGH is much noise-immune than DXGP.
Note that, the value of the noise margin of DXGH is still lager than
0.5V (>1/2Vy4q). In practice, this noise immunity is sufficient to
fight against most of noise influence.

Fig. 2 shows the comparison of the normalized dynamic power,
leakage power at the optimal leakage current state and layout area
of three gates. It can be seen that the dynamic power, the leakage
power and the layout area of DXGH can be reduced by up to 13%,
51% and 24% as compared to the DXGN with similar delay time,
respectively. This is because, on the one hand, eliminating static in-
verter results in non-skew input signals, less power consumption,
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Fig. 1. (a) DXGN (b) DXGP (c) DXGH.
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Table 2
Leakage current of three DXGs in the different input vector and clock states at 25 °C (A).
DXG DXGN DXGP DXGH
Clock CLK=0 CLK=1 CLK=0 CLK=1 CLK=0 CLK=1
Input vector (0,0) 1.54e-7 2.67e-7 4.14e-7 4.11e-7 7.51e-8 1.76e-5
(0,1) 2.18e-7 2.70e-7 8.59e-7 1.66e-7 1.22e-7 2.86e-7
(1,0) 2.18e-7 2.70e-7 7.27e-7 1.96e-7 1.29e-7 8.64e-5
(1,1) 1.87e-7 2.90e-7 4.37e-7 4.33e-7 1.02e-7 1.99e-7
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Fig. 2. Comparison of the normalized active power, lowest leakage power and
layout area of three DXGs.

and smaller layout area; on the other hand, the hybrid network uti-
lization trades off between the power consumption and speed
which achieves high power/speed efficient operation. Also can be
seen from Fig. 2, DXGP shows considerable power overhead com-
pared to DXGN and DXGH. This is because PMOS transistors in
PUN have poor speed characteristics and must be sized larger to
achieve comparable speed, which increases power consumption.

4. Process parameter and temperature variations

As the CMOS process advances continually, scaling has resulted
in significant increase in the variations of the process parameters,
including gate length (Lgaee), channel doping concentration (Nep),
and gate oxide thickness (tox). All of these process variations have
a significant effect on the leakage current. Also, operating temper-
ature influences the performance of DXG significantly. Changes in
the operating temperature occur due to power dissipation in the
form of heat. On-chip thermal variations have a significant bearing
on the mobility of electrons and holes, as well as the threshold
voltage of the devices, which result in variation of the leakage cur-
rent and dynamic power. Therefore, in order to evaluate the impact
of process and temperature variations on leakage current and
dynamic power characteristics of DXG, multiple-parameter Monte
Carlo analysis [14] is applied in this paper. In the simulation, Lgje,
Nan and tox are all assumed to have normal Gaussian statistical
distributions with a three sigma (3c) fluctuation of 10% [18]. In
addition, temperature is assumed to have uniform distribution
and varies the normal value (75 °C) by + 50 °C. 1000 Monte Carlo
simulations are performed.

Fig. 3 shows the leakage current and the dynamic power distri-
bution curves of the DXGN, DXGP, and DXGH under process and
temperature variations. It can be seen that the leakage current dis-

Table 4
Average and standard deviation of leakage current and dynamic power of different
DXGs.

DXG Leakage Current (uA) Dynamic Power (uW)
DXGN DXGH DXGP DXGN DXGH DXGP
A/SD 2.2/1.6 1.0/0.8 3.3/2.2 54/11 46/4.8 162/16

tribution curves of DXGH vs. DXGN and DXGH vs. DXGP cross at
0.54 pA and 1 pA, respectively. 53% of the samples of DXGH are
lower than 0.54 pA and 52% of the samples of DXGN are higher
than 0.54 pA. Alternatively, 71% of the samples of DXGH are lower
than 1 pA and 85% of the samples of DXGP are higher than 1 pA.
The dynamic power distribution curves of the DXGH vs. DXGN
and DXGH vs. DXGP cross at 52 uW and 109 pW, respectively.
Eighty-seven percentages of the samples of DXGH are lower than
52 uW and 51% of the samples of DXGN are higher than 52 uW.
Meanwhile, 100% of the samples of DXGH are lower than
109 utW and 100% of the samples of DXGP are higher than
109 uW. These results indicate that DXGH is preferable to reduce
the leakage current and dynamic power in majority of the samples
even under process and temperature variations, which is similar to
the analysis at the normal design corner.

To further investigate the impact of the process and tempera-
ture variations on the leakage current and dynamic power of DXGs,
we compare the average value (A) and standard deviation (SD) of
the leakage current and the dynamic power in different DXGs. As
listed in Table 4, DXGH reduces the average leakage current and
dynamic power by up to 54% and 14%, respectively, as compared
to DXGN. This is similar to the leakage currents and dynamic
power reduction obtained at the nominal design corner (Fig. 2).
Also can be seen form Table 4, all of the SD values of DXGH are less
than that of DXGN and DXGP and therefore DXGH can effectively
improve the robustness of DXG to the process and temperature
variations.
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5. Conclusion

Standard dynamic CMOS XOR/XNOR gates are extensively em-
ployed in modern high performance microprocessors because of
high speed and controllable evaluation by clock node, but they suf-
fer from high power consumption and input signal skew. In this
paper, a novel dynamic XOR/XNOR gate based on hybrid network
is proposed to decrease, respectively, the leakage power, the dy-
namic power, and the layout area up to 51%, 13% and 24%, as com-
pared to standard N type dynamic CMOS XOR/XNOR gate under
similar delay time. What’s more, the novel dynamic CMOS XOR/
XNOR gate shows superior robustness under process and temper-
ature variations.
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