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Abstract—A CMOS technology compatible non-volatile SRAM (cNV SRAM) is proposed in this paper to achieve energy 

efficient on-chip memory. cNV SRAM works as conventional 8T SRAM to keep high speed in work mode; in sleep mode, it 

backs up the data in its NV component and switches off the power supply, thereby minimizing the leakage energy without data 

loss. The circuit- and architectural- level implementation schemes of cNV SRAM are developed considering multiple key 

performance parameters including energy dissipation, access time, write time, noise margin, layout area, restoration time, and 

injection charges. Simulation results on SPEC 2000 benchmark suite demonstrate that cNV SRAM realizes 86% energy savings 

on average with negligible performance impact and small hardware overhead as compared to conventional SRAM. Finally, the 

impact of the sleep time and memory size on the effectiveness of cNV SRAM is analyzed in detail and it shows that cNV SRAM 

is particularly effective to implement large on-chip memories with long idle time. 

Index Terms—Non-volatile SRAM, leakage energy, hybrid memory, sleep mode 

———————————————————— 

1 INTRODUCTION 

RAM have been the predominant and universal tech-
nologies used to implement storage in computer sys-

tems [1]. Fast on-chip memories are vital to increase the 
speed of the data flows and, hence, the speed of the entire 
system. With the high access speed and robustness char-
acteristics, eight transistors (8T) SRAM cells have been 
widely applied to on-chip memories (including register 
files and cache memories) in state-of-the-art microproces-
sors [2], [3], [4]. However, on-chip memories take over 50% 
of the die area according to 2012 ITRS [5], and dissipate a 
dominant amount of the leakage energy [6]. This issue is 
expected to aggravate with continuous technology scaling, 
especially in battery-powered computing devices, such as 
laptop computers, smart phones, and medical sensors [7].  
There have been many efforts to reduce leakage energy of 
on-chip memory, such as voltage and frequency scaling 
[8], body biasing [44], variable keeper [45], sleep transis-
tor sizing [46], cache decay [47], drowsy cache [48]. For 
each technique, there is a trade-off between energy effi-
ciency, performance, and implementation cost. In addi-
tion to these techniques, hybrid memories, commonly 

combining fast and low power partners with time-
division satisfaction of high performance and low leakage 
energy requirements, have been proved to be extremely 
effective in suppressing leakage energy. Significant 
amount of researches on such hybrid memories have been 
reported in the literature, which can be divided into two 
categories. One type is volatile cell based hybrid memo-
ries which are as following. 

1) Various-T SRAM cell based hybrid memories. 6T 
SRAM storages are suitable for area efficient de-
sign [9]. 8T SRAM with 30% area penalty can 
achieve reliable low voltage operation [10]. 10T 
SRAM cell design provides built-in feedback 
mechanism with 45% area penalty for ultra-low 
power due to robust operation at ultra-low voltage 
[11]. In [12], [13], [14], various-T SRAM cells are 
utilized in different blocks of one memory, even in 
different bit cells of one storage word to facilitate 
aggressive scaling of supply voltage for power 
saving and performance trade-off.  

2) DRAM/SRAM based hybrid memories. Several 
hybrid structures, mixing the high speed SRAM 
and low leakage DRAM without refreshing peri-
odically, are presented in [1], [15], [16], [17].  

However, both DRAM and various-T SRAM are vola-
tile. In sleep mode, although the power supply can be 
scaled down, it is difficult to predict the minimum Vdd 
[18]. Additionally, Vdd cannot be cut off as it is necessary 
to restore data for relayed working operation. Because the 
power supply is the source of the leakage energy, the effi-
ciencies of volatile cell based hybrid memories are limited.  

The other type of hybrid memories is the emerging 
SRAM combined non-volatile memories (NVMs), such as 
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SRAM with NEM (Nanoelectro-mechanical) [55], MRAM 
(Magnetic RAM) [56], FeRAM (Ferroelectric RAM) [19], 
[54], NCs (Nano-crystals) [57], RRAM (Resistive RAM) 
[58],  STTRAM (Spin Torque Transfer RAM) [20], and 
PRAM (Phase Change RAM) [21]. They are promising 
memory technologies for modern microprocessors due to 
their attractive features. Recently, SRAM with FET [49] 
and SRAM with split-gate transistor [50] are proposed. 
However, all of above hybrid structures are heterogene-
ous semiconductor technology based or unconventional 
device based [23], [24]. As a result, they cannot be manu-
factured through traditional CMOS technology, which 
significantly increases the manufacturing cost [22]. 

In this paper, a CMOS technology compatible non-
volatile SRAM based ultra-low leakage energy hybrid 
memory is proposed, and that is referred to as cNV 
SRAM. cNV SRAM cell is implemented based on the 
Fowler-Nordheim tunneling mechanism such as 
EEPROM to back up data, while the entire hybrid 
memory system employs existing high efficient power 
gating techniques [25], [26] to realize ultra-low leakage 
energy. cNV SRAM works as conventional 8T SRAM with 
normal power supply to keep high speed and high noise 
margin; in sleep mode, it backs up the data in the NV 
component and switches off the power supply, and thus 
the leakage energy is significantly suppressed without 
data loss.  

This paper makes the following six major contributions. 
 It proposes the circuit level implementations and ar-

chitectural control mechanisms of cNV SRAM (Sec-
tion 3). 

 It provides a detailed analysis on cNV SRAM cell 
characteristics considering tunneling voltage, size, 
and area. In particular, the relation between cou-
pling/tunneling capacitance ratio in NV part of the 
proposed cell and amount of injection charges as 
well as restoration time is investigated (Section 4).  

 It implements the layout of cNV SRAM and analyz-
es the access time, write time, and noise margin 
based on 65 nm SMIC Technology design rules (Sec-
tion 5). 

 It designs a low power and area efficient charge 
pump which enables the cNV SRAM to quickly en-
ter into sleep mode, and therefore further increases 
the power off opportunities of cNV SRAM based 
memories (Section 6).  

 It discusses the impact of memory size and sleep 
time on the effectiveness of cNV SRAM and pro-
vides the general guidelines to apply cNV SRAM in 
practice. Architecture-level simulation results show 
that the proposed cNV SRAM can achieve noticeable 
energy reduction with minimal area overhead and 
little performance degradation (Section 7).  

 The cNV SRAM is compared with the five existing 
NV SRAMs (Section 8). 

The rest of the paper is organized as follows. In Section 
2, the motivation for cNV SRAM is introduced. The cir-
cuit and architectural control implementation of cNV 
SRAM is presented in Section 3. The design parameters 
including optimum tunneling voltage and size of devices 

for cNV SRAM are discussed in Section 4. Section 5 shows 
the layout implementations, read and write time, noise 
margin of cNV SRAM and Section 6 presents the charge 
pump design. Architecture-level evaluations and general 
guidelines for applying cNV SRAM are given in Section 7, 
followed by the comparison of different NV SRAM in 
Section 8 and by the conclusion in Section 9. 

2    MOTIVATION 

In this section, the register files are used to present the 
motivation of this paper.  

In modern microprocessors, register rename technique 
(RRT) is applied to enhance instruction level parallelism 
by mapping architectural registers to physical registers. 
RRT uses a register alias table (RAT) to keep track of the 
state of each physical register [27]. During the instruction 
execution, the lifetime of a physical register can be divid-
ed into two states: work and standby, as illustrated in Fig. 
1 (a). In the work state which is from obtaining the exe-
cuted result to the read of its last consumer, the physical 
register stores useful information for the following in-
structions.  

The physical register P1 in the code is taken as an ex-
ample in Fig. 1 (b). When InstA is renamed, P1 is mapped 
to architectural register r1 and the flags of P1 are updated 
in RAT; as InstA executes, P1 enters the work state to con-
tain the valid data; after its last consumer (LastUser) InstB 
reads the value, P1 becomes standby for recovery until 
InstL redefining its architectural register (Redefiner) 
commits; and then P1 is unmapped to architectural regis-
ter in RAT. In the worst case scenario, long latency events 
such as L2 cache misses occur between the LastUser (InstB) 
and the Redefiner (InstL). However, L2 cache misses may 
take hundreds of cycles to resolve [28], [29]. During such 
long service time, P1 stays in the standby state, consum-
ing large leakage energy. 

Therefore, the motivation for this paper arises from the 
following two observations: 

1) As instructions pass through the pipeline, registers 
only spend a small fraction of its lifetime in work state 
and therefore there is a large opportunity to reduce ener-
gy dissipation of on-chip memory. Fig. 1 (c) shows the 
simulation results of average register lifetime distribution 
on the integer SPEC2000 benchmarks. It is shown that the 
average work state of registers is only 20%, and the 
standby state takes about 80% of the entire lifetime of 
registers. Such short work time is due to two reasons: i) 
most registers are read at most once; and ii) some regis-
ters are never read because their values are not needed or 
their consumers obtain the result through bypass logic 
[30].  

2) The contribution of cells in on-chip memory to leak-
age energy is much larger than that to dynamic energy. 
Using a modified version of CACTI 5.3 [31], a 1.5 KB 2-
read/1-write ported register file is modeled and the 
breakdown of dynamic energy and leakage energy of 
register file components is shown in Fig. 2. It can be seen 
that bit-lines and cells only consume 11% dynamic energy, 
but they contribute to 63% leakage energy. Since most of 
the leakage current of bit-lines flows from the cells, reduc-
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ing the leakage in cells can eliminate the bit-line leakage 
[32]. Accordingly, low leakage energy cNV SRAM cell can 
suppress the leakage energy of the entire memory effec-
tively. 
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Fig.1. (a) Different states of registers (b) Example code sequence (c) 
Register period distribution.  

 
Fig. 2. (a) Dynamic power and (b) Leakage power breakdown of 
1.5KB 2-read/1-write ported register file. 

Fig. 3 presents the architecture of the proposed cNV 
SRAM based memory. The fundamental idea is that, cNV 
SRAM cell consists of conventional SRAM cell with NV 

component. The conventional SRAM cell is used as work-
ing memory with fast access speed and the NV compo-
nent is used to back up the data with minimized leakage 
energy. Based on the state of a register, the control logic 
generates signals and then passes them to power man-
agement unit (PMU), charge pump, and memory, placing 
the corresponding cNV SRAM cells into the appropriate 
power mode (Power on/off) and enabling back-
up/restore process. The circuit-level implementations 
and architectural mechanisms of cNV SRAM will be dis-
cussed in the following section. 

3    PROPOSED CNV SRAM 

3.1 Circuit Implementation 

Fig. 4 (a) shows the schematic of proposed cNV SRAM. 
The cell is designed with a conventional 8T-SRAM cell 
along with coupling capacitor (made by transistor Tc2) 
and tunneling capacitor (made by transistor Tc1) as NV 
part. Two additional transistors Nt and Pt form the 
transmission gate to control the data restoration.  

In working mode (WAK=”1” and SLP=”0”), the state 
control logic generate control signals to set WAK (wake-
up) and clear SLP (sleep). Accordingly, the transmission 
gate is cut off and the cNV SRAM cell works the same as 
a conventional 8T-SRAM cell, achieving fast access time, 
high noise margin, and high robustness to PVT variations 
[10]. 

In sleep mode (short low WAK pulse and SLP = high 
voltage), at the beginning, the microprocessor system 
enters into standby state while the state control logic ena-
bles the charge pump to heighten SLP at a high voltage to 
make transistor Tc1 Fowler-Nordheim tunneling. Floating 
gate (FG) is deprived of electrons by tunneling current, 
and the FG potential is constantly increasing until a 
steady high voltage [34]. If Q is “1”, QB is “0”, Nc is 
turned off, FG keeps this voltage and data in cNV SRAM 
is backed up as non-volatile “1”; otherwise, Nc is turned 
on, FG is discharged to ground voltage and data in cNV 
SRAM is backed up as non-volatile “0”.  Once the backup 
process is done, it requests the PMU (see Fig. 3) to switch 
off the power supply of cNV SRAM and the memory en-
ters into ultra-low leakage energy state.  
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Fig. 4. (a) Schematic of proposed cNV SRAM (b) Structure of planar cNV part of the proposed cell (c) Circuit model for the Fowler-Nordheim 
tunneling mechanism (d) Process of backing up and restoring “1” for cNV SRAM (e) Process of backing up and restoring “0” for cNV SRAM. 

Finally, the processor system is ready to return to the 
work state while the control logic clears WAK to open the 
transmission gate and makes the hybrid memories pow-
er-on. If FG is at a steady high voltage, Q is pulled up to 
“1”, cNV SRAM is restored to “1”; otherwise, Q is pulled 
down to “0” and therefore “0” is restored to cNV SRAM 
cell.  

In order to evaluate the characteristics of cNV SRAM, 
HSPICE simulations are performed based on 65 nm SMIC 
Technology with 1.2 V power supply. Fig. 4 (d) and (e) 
shows the backing up and restoring “1/0” processes of 
cNV SRAM cell: 1) as the write word line WWL is ena-
bled, “1”/“0” is written to Q; 2) cNV SRAM enters its 
sleep state and the stored data is transferred into its NV 
part; 3) during the sleep period, the power supply is 
switched off to minimize the leakage energy dissipation; 
and 4) when cNV SRAM returns to its work state, the 
power supply is ON, a short low WAK pulse is applied to 
open the transmission gate, and the data in NV part is 
restored to the cNV SRAM cell. 

Note that, before cNV SRAM enters its sleep mode, the 
response time of data back-up operation mainly comes 

from feedback time of charge pump which up-converters 
the voltage. Accordingly, the sleep time of cNV SRAM 
(Tsleep) does not equal the standby period of the memory 
(Tstandby) and their relationship can be expressed as  

 
𝑇𝑠𝑙𝑒𝑒𝑝 = 𝑇𝑠𝑡𝑎𝑛𝑑𝑏𝑦 − 𝑇𝑐𝑝                                                        (1) 

 
where Tcp  is feedback time of charge pump (see details in 
Section 6). If the standby period of the memory is larger 
than the feedback time of charge bump, the energy sav-
ings will be achieved with the proposed technique.  

Moreover, to avoid the performance penalty the resto-
ration time of cNV SRAM, should be short enough to re-
turn the memory from the standby state to the work state. 
The detailed analysis will be provided in Section 4. 

3.2 Architectural Control Implementation 

The working process of cNV SRAM depends on the archi-
tectural state control logic. Taking a cNV SRAM based 
register file as an example, the developed cNV SRAM 
state control logic is set by the rename logic, as the regis-
ter renaming logic tracks the state of physical registers. 
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Since most renaming logic is placed close to register files 
such as Alpha 21264, the power consumed by the signal 
transmission from renaming logic to register files can be 
negligible.  
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Fig. 5 shows the state control logic for cNV SRAM. In a 

conventional superscalar microprocessor, the renaming 
logic has one entry for each physical register to record its 
status [27]. Typical renaming logic contains which contain 
Unmap flag, Complete flag, and Counter: Unmap flag indi-
cates whether a register is mapped to an architecture reg-
ister; Counter is used to record the number of consumers 
that have not read the information of a register; and Com-
plete flag denotes if a register has been redefined [27].  As 
discussed in Section 3.1, the working process of cNV 
SRAM is based on the state (work/standby) of registers 
(see Fig. 1). Such register state information has been ex-
tensively studied in late register allocation and early reg-
ister release [28, 36, 59-61, 65], dynamic register renaming 
[62], dynamic voltage scaling [63], and register-caching 
[64].  Those techniques are orthogonal to cNV SRAM and 

they could be applied in conjunction to further optimize 
the power efficiency of register files. To detect the register 
state, researchers have developed two major mechanisms: 
compiler-assist and hardware-only. The compiler-assist 
schemes use the compiler analysis to determine the state 
of each register and pass the information to microarchi-
tecture. However, to make the information available to 
hardware, a change of ISA is required by defining extra 
instruction bits or adding new instructions. Alternatively, 
the hardware-only schemes detect the register state with-
out compiler support. Note that, all of those register state 
detection mechanisms can be used to implement cNV 
SRAM.  

Here, to reduce the implementation complexity, we 
present a simple hardware scheme, as shown in Fig. 5. 
Based on the conventional register rename logic, Unmap 
and Counter flags are used to generate the signals to con-
trol charge pump, PMU, thereby enabling work/sleep 
modes of cNV SRAM cells. As will be discussed in Sec-
tion 4.2, the restoration time from the sleep state to the 
work state of cNV SRAM is much shorter than the clock 
cycle of typical microprocessors. In a real microprocessor, 
typically there is more than a cycle between register re-
naming of an instruction and its register access, and 
therefore Unmap flag can be used to enable the restoration 
process and switch the register from the sleep state to the 
work state. Note that, in the case of a branch mis-
prediction, interrupt, or exception, the data could be cop-
ied from its NV part into 8T SRAM cells for recovery. 

As also shown in Fig. 5, PMU is responsible for provid-
ing power control to register files based on its state. Re-
cently, a supply switching technique with ground col-
lapse (SSGC) [26] realizes faster switching speed and 
lower implementation overhead as compared to earlier 
approaches. The proposed cNV SRAM could utilize SSGC 
or other proposed PMU techniques to power on/off 
memories [40], [41]. Additionally, a charge pump is ena-
bled as a register enters standby state and the content of 
8T SRAM cell can be stored in its NV part. The charge 
pump design will be presented in Section 6. 

As shown in Fig. 6, the working process of the state 
control logic is detailed as follows. 

 From work state to standby state: Counter = “0” and 
Unmap = “0”, which indicates the last read is com-
pleted and this register becomes standby state. There-
fore, a signal is generated to enable charge pump for 
back-up process. The designed charge pump is low 
enabled, which will be discussed in Section 6. 

 From standby state to sleep state: After the back-up 
is successful, it requests sleep state to PMU and the 
power supply of cNV SRAM is off. 

 From sleep state to work state: When Unmap transits 
from “1” to “0”, the control logic requires the work 
state to PMU which will switch on the power supply 
of cNV SRAM. At the same time, a low WAK pulse 
will be generated to enable restoration process and 
the content of NV is copied to 8T SRAM cell for the 
normal program execution with fast access speed. 

To avoid performance penalty, the state control logic 
are operated in parallel with the word-line decoder of 
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register file. Due to the small size of the state control logic, 
its access delay is much smaller and can be overlapped 
with the word-line decoding. Therefore, the state control 
logic will not create new critical paths in the register file. 
At the same time, the control logic also introduces a small 
amount of energy overhead. However, the energy savings 
achieved by the proposed technique can offset this over-
head, as shown in Section 7. 

4    IMPLEMENTATION CONSIDERATIONS OF CNV 

SRAM CELL 

4.1 Optimum Tunneling Voltage 

As been discussed, Fowler-Nordheim tunneling mecha-
nism is critical for data retention in cNV SRAM. Therefore, 
the tunneling behavior of 2.35 nm thick gate oxide (65 nm 
SMIC Technology) is analyzed to obtain the optimum 
tunneling voltage for cNV SRAM. Fig. 4 (b) shows the 
cNV part of the proposed cell designed in planar. Both 
oxides in coupling capacitor (Tc2) and tunneling capacitor 
(Tc1) have the same thickness and can be manufactured 
in the same process step. Neither special structures nor 
special process steps, differing from the conventional 
CMOS process, are involved in planar cNV SRAM fabri-
cation. 

The tunneling current through gate oxide of tunneling 
capacitor (transistor Tc1) in Fig. 4 (c) follows the Fowler-
Nordheim tunneling mechanism, as given by [34] 

 
𝐽𝐹−𝑁 = 𝐴𝐸𝑜𝑥

2 𝑒𝑥𝑝(−𝐵 𝐸𝑜𝑥⁄ )                                               (2) 
 

where JF-N is current density, Eox is electrical field, and 
both A and B are constants. Researchers have shown that 
Fowler-Nordheim tunneling is a safe way to inject charg-
es repeatedly through a thin dielectric film and 6-8 V is 
desired to be applied across the tunneling oxide for 
charge injection [33], [34]. Considering the capacitive di-
vision by C1 and C2 in Fig. 4 (c), the voltage between SLP 
and ground at 7-10 V with C2/C1> 10 is set in the simula-
tion. Fig. 7 shows the simulation results based on 65 nm 
SMIC Technology. As observed, when SLP is set at 7V, 
after Fowler-Nordheim tunneling, the voltage of FG 
keeps at 1.081 V which is higher than that with 8-10 V 
SLPs. This is because for PMOS transistors in 65 nm SMIC 
Technology, Fowler-Nordheim tunneling is about 6.4 V as 
shown in Fig. 7. As the voltage of SLP is over 8V, more 
electrons escape, reaching a higher electron pressure. As a 
result, as the voltage SLP becomes “0”, excess electrons 
leak out quickly and the FG voltage is reduced to a lower 
level. As also observed in Fig. 7,  with a 10 V SLP,  the FG 
voltage drops down to 1.028 V. Additionally, as com-
pared with 8-10 V SLP, 7 V SLP is larger than Fowler-
Nordheim tunneling voltage (6.4 V) and it is beneficial to 
save the power consumption related to the production 
and consumption of the boosted internal power supply 
[34]. Therefore, 7 V SLP is used to drive cNV SRAM in the 
implementation. 
 

0.0 5.0x10
-6

1.0x10
-5

1.5x10
-5

0

5

10 0.0 5.0x10
-6

1.0x10
-5

1.5x10
-5

0

5

10 0.0 5.0x10
-6

1.0x10
-5

1.5x10
-5

0

5

10
0.0 5.0x10

-6
1.0x10

-5
1.5x10

-5

0

5

10

S
L
P

=
7
V

Time

 Voltage of SLP

 Voltage of FG

S
L
P

=
8
V

S
L
P

=
9
V

S
L
P

=
1
0
V

1.047V

1.065V

1.081V

1.028V

10V

9V

8V

7V

(s)

6.4V

Fowler-Nordheim 

Tunneling Voltage

 
Fig. 7. Optimum tunneling voltage of cNV SRAM. 

4.2 Optimum Size of Transmission Gate 

As discussed in Section 3.1, the restoration time of cNV 
SRAM from the sleep mode to the work mode may cause 
performance penalty to the entire system. In particular, in 
an cNV SRAM cell as shown in Fig. 4 (a), Nt and Pt form 
the transmission gate which controls the data restoration 
and significantly influences the restoration time. In order 
to achieve similar transmission speed of NMOS (Nt) and 
PMOS (Pt) transistors, the size (W/L) of PMOS is set as 2 
times as that of NMOS. Note that the restoration time of 
“0” from FG to Q is much smaller than the restoration 
time of “1”. This is because, if a “0”is restored to Q, an 
enhanced QB voltage will turn on Nc to pull Q down to 
“0”, which speed up the restoration process as a positive 
feedback. Therefore, the restoration time of “1” is longer 
and it determines the overall restoration performance. Fig. 
8 shows the delay time of restoring “1”with various size 
of Nt (the smallest W/L for NMOS in 65nm SMIC is 120 
nm/60 nm). It shows that the delay time increase is ~8% 
as Nt size increases from 120 nm/60 nm to 540 nm/60 nm.  
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Fig. 9. (a) Restoration time of “1” from FG to Q for cNV SRAM (b) Normalized per unit C2/C1 contributes to the speed (c) Normalized per unit 
C2/C1 contributes to the amount of injection charges (d) Normalized per unit C2/C1 contributes to both of the speed and the amount of injec-
tion charges.  

With the minimum sized Nt (120 nm/60 nm), the delay 
time is still less than 2.35 ps, which is negligible. However, 
the layout area significantly increases with a large Nt, 
inducing considerable overhead [5]. Thus, in the design, 
the minimum sized Nt (120 nm/60 nm) is used and the 
size of Pt is 240 nm/60 nm. 

4.3 Tc1 and Tc2 Size  

As discussed in Section 4.1, as the coupling capacitor (C2) 
becomes larger than the tunneling capacitor (C1), the 
voltage between SLP and ground drops mostly across the 
tunneling. In cNV SRAM, as C2 is enlarged, it significant-
ly influences the restoration time, layout area and injec-
tion charges on FG. 

As mentioned earlier, the restoration time of “1” de-
termines the wake-up speed of cNV SRAM. Fig. 9 (a) 
shows that with the increase of C2/C1 from 10 and 30, the 
restoration time decreases from 20 ps to 6 ps. Such fast 
wake-up speed enables cNV SRAM works well with 
modern high performance microprocessors. Considering 
area overhead, C1 is set as the minimum size 120 nm×60 
nm (W=120 nm and L=60 nm for transistor Tc1).  

Determining C2/C1 requires tradeoff between the res-
toration time and injection charges on FG. Accordingly, 
three parameters α, β, and γ are defined as  

 
𝛼 = 𝐶1/𝐶2 ∙ (1/𝑡𝐵𝐾)                                                         (3) 
𝛽 = 𝐶1/𝐶2 ∙ 𝑉𝐹𝐺                                                                 (4) 
𝛾 = 𝛼 ∙ 𝛽                                                                             (5) 

where tBK, VFG, α, β, and γ represent the back-up time, 
voltage of FG, contribution of unit C2/C1 to the speed 
(the reciprocal of restoration time), to the amount of injec-
tion charges, and to both of speed and charges (product 
of α and β), respectively.  

The normalized values of α, β, and γ with various 
C2/C1 are shown in Fig. 9 (b), (c), and (d). As C2/C1 is 16, 
it achieves maximum average utility in terms of speed. 
When C2/C1 is 12, it can result in maximum inject elec-
trons from n-well to FG. While considering both speed 
and charges, 14 of C2/C1 realizes the optimized γ in cNV 
SRAM design with 11 ps restoration time (Fig. 9 (a)). Ac-
cordingly, the restoration time of cNV SRAM is much 
shorter than the clock cycle of typical microprocessors 
and therefore 11 ps restoration time is expected to be hid-
den easily in the pipelines based on the architectural con-
trol mechanism as discussed in Section 3.2., incurring no 
impact on the performance, Therefore, C2/C1 is set as 14 
and the restoration time of the proposed cNV SRAM im-
poses little performance penalty. 

When C2/C1 is 14, the gate area of Tc2 is as 14 times as 
that of Tc1 and Tc2 with various W and L are listed in 
Table 1. With various sizes of Tc2, the normalized amount 
of injection charges on FG is shown in Fig. 10. It can be 
seen that when Tc2 is sized as W=420 nm and L=240 nm, 
C2 is most effective for Fowler-Nordheim tunneling. Ac-
cordingly, in the proposed cNV SRAM cell, sizes Tc1 and 
Tc2 are as follows: Wc1=120nm, Lc1=60nm, Wc2=420nm, 
and Lc2=240nm. 
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Fig. 10. Amount of the injection charges on FG with various W and L 
of Tc2.  

TABLE 1 
Size of Tc2 gate 

Tc2 gate Size 

W (nm) 1680 840 420 360 300 240 180 
L (nm) 60 120 240 280 340 420 560 
Area (nm2)         C2 area=C1 area×14=120×60×14=100800 

 

5    CHARACTERISTIC OF CNV SRAM CELL 

5.1 Speed of cNV SRAM Cell 

 
TABLE 2 

Characteristic of cNV SRAM Cell 

Cell 
Access 

Time (s) 

Write 1 

Time (s) 

Write 0 

Time (s) 
SNM 

cNV SRAM 6.7E-11 1.1E-11 1.4E-11 0.31 V 

Conventional 8T 6.7E-11 1.0E-11 1.2E-11 0.31 V 

Penalty 0 10% 17% 0 

 
As shown in Fig. 4 (a), a cNV SRAM Cell is a convention-
al 8T-SRAM cell along with its NV part. When a cNV 
SRAM cell is working (WAK=”1” and SLP=”0”), its NV 
part is turned off. However, the NV part, including the 
coupling capacitor, the tunneling capacitor, and one 
transmission gate, would add the additional capacitance 
to Q/QB and degrade the write speed of the cell. As listed 
in Table 2, as compared to conventional 8T-SRAM cell, 
the write 1 time and the write 0 time, respectively, in-
crease by 10%, and 17%. Alternatively, during read opera-
tion, since the data stored at Q/QB has been kept by bi-
stable structure, the access time therefore is not influ-
enced by the additional capacitance. As also shown in 
Table 2, similar to typical memory in modern processors, 
the access time of cNV SRAM is much longer than its 
write time and it determines the performance of cNV 
SRAM. Accordingly, the proposed technique does not 
induce performance penalty as compared to the conven-
tional SRAM. 

5.2 Noise Margin of cNV SRAM Cell 

In this subsection, the noise margin of cNV SRAM is dis-
cussed. As shown in Fig. 4 (a), in the read operation, low 

WWL turns off Nw1 and Nw2 to isolate the read path 
and Q/QB, thus eliminating read disturbance. Due to 
such isolation, the read SNM (static noise margin) of cNV 
SRAM is nearly the same as its hold SNM. What is more, 
SNM is dependent on the supply voltage, threshold volt-
age of transistors in the bi-stable structure, cell ratio, and 
pull-up radio, but it does not depend on the capacitance 
load at Q/QB [53]. Accordingly, the additional capaci-
tance induced by the NV part of cNV SRAM has little 
impact on its SNM. Fig. 11 compares the SNM of conven-
tional 8T cell and cNV SRAM Cell and it shows that they 
have the same SNM (0.31 V). 
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Fig. 11. SNM of conventional 8T cell and cNV SRAM cell. 

5.3 Layout Implementations of cNV SRAM 
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12. (a) Layout of cNV SRAM cell (b) Layout of typical 8-bit 8T SRAM 
array (c) Layout of 8-bit cNV SRAM array. 

Based on 65 nm SMIC Technology design rules, the lay-
out design of a cNV SRAM cell, an 8-bit cNV SRAM array, 
and a typical 8-bit 8T SRAM array are implemented, as 
shown in Fig. 12. The cNV SRAM cell has a similar topol-
ogy to that of the conventional 8T cell except the routing 
of the cNV part including Tc1, Tc2, transmission gate, and 
Nc, which lead to a larger cell layout area. The additional 
signals “SLP” and “WAK” result in higher interconnec-
tion complexity. To reduce the area overhead, Tc1, Tc2, 
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transmission gate, and Nc are routed in compact style, as 
shown in Fig. 12 (a). As compared to conventional 8T 
SRAM array, 8-bit cNV SRAM array consumes 45% more 
area. It should be noted that, similar to the cell design in 
[36], the area overhead of cNV SRAM is also influenced 
by the number of memory ports. Adding cNV part to a 
heavily multi-ported memory is expected to induce only a 
small amount of area overhead. For example, for a 6-
read/6-write ported cNV SRAM based memory, its area 
overhead can be reduced below 25%. Given the energy 
savings discussed as Section 7, this area increase is tolera-
ble. 

6    CHARGE PUMP DESIGN FOR CNV SRAM 

To implement cNV SRAM based on-chip memories, the 
charge pump is required to produce high voltage for 
Fowler-Nordheim tunneling with small feedback delay 
and efficient layout area. Since 7 V SLP signal is optimal 
for the proposed cNV SRAM cell, a simple NMOS-type 
Dickson’s charge pump with high SLP/Vdd ratio [37], [38] 
is designed to produce 7 V boosted tunneling voltage. 
The schematic is shown in Fig. 13. Without considering 
the body effect, the generated SLP voltage can be ex-
pressed as [39]: 
 

𝑆𝐿𝑃=𝑉𝑑𝑑+N(
𝐶𝑝𝑚𝑝𝑉𝑑𝑑

𝐶𝑝𝑚𝑝+𝐶𝑝
-
𝐼𝑝𝑝 𝑓𝑂𝑆𝐶⁄

𝐶𝑝𝑚𝑝+𝐶𝑝
)-∑ 𝑉𝑡ℎ𝑖

𝑁
𝑖=1 (6) 

 
where Cpmp, Cp, N, and fosc represent pumping capacitor, 
parasitic capacitor, number of pumping stages, and 
pumping frequency, respectively. 

With the reduced number of the stages and larger 
pumping capacitors, the feedback delay grows. After 
careful design consideration, the charge pump is imple-
mented for cNV SRAM and the parameters are listed in 
Table 3. The charge pump uses 10 stages with 100 fF 
pumping capacitor and achieves 7 V SLP and 1 μA cur-
rent (Ipp) with 353 ns feedback delay, enabling a fast back-
up process and further enhances the energy efficiency of 
cNV SRAM.  The power consumption of the designed 
charge pump is about 56 µw.  

 

……

SLP

Ipp

Cloa

d

Vdd

CLK

1st 2nd 3rd 10th
Low Enable 

from control logic

 

Fig. 13. 10 stages NMOS-type Dickson’s charge pump. 

As also shown in Table 3, the layout area of the de-
signed charge pump is 32 µm×35 µm which approxi-
mately equals the area of 64 cNV SRAM cells (see Fig. 12). 

In terms of memory driving ability, the designed charge 
pump can provide 7 V SLP and 1 μA current, which are 
typically required by 1K-bit memory [38]. Since one 
charge pump is needed for 1K-bit cNV SRAM, the layout 
area overhead of charge pumps is about 1/16 (1K/64) of 
cNV SRAM cell area. According to CACTI 5.3 [31], in 65 
nm 1-read, 1-write ported 1.5 KB SRAM and 8 MB SRAM, 
the percentages of cells area are about 27% and 52%, re-
spectively. Thus, the area overheads of the designed 
charge pumps in cNV SRAM are only 1.7% and 3.3%. 

 
TABLE 3 

Parameters of Charge Pump 

SLP Stages 
Pumping 

capacitor 

Feedback 

delay 

Layout 

area 
Power 

7 V 10 100 fF 353 ns 32 ×35 µm2 56 µw 

7    ENERGY DISSIPATION OF CNV SRAM SYSTEM 

In this section, the energy efficiency of the proposed cNV 
SRAM is evaluated firstly based on architecture-level 
simulations. Then, the impact of memory size and sleep 
time are analyzed on the effectiveness of cNV SRAM and 
provide general guidelines to apply cNV SRAM in prac-
tice. 

7.1 Architecture-level Evaluations 

To investigate the energy efficiency of cNV SRAM, archi-
tecture-level evaluations are carried out by execution-
driven simulations using an extensively modified version 
of the Simple Scalar simulator [43]. The microprocessor is 
assumed to work at 1-GHz frequency and 1.2V supply 
voltage. Table 4 describes the microprocessor architecture. 
The register file configurations are similar as Intel archi-
tecture: 128 integer register files and 128 floating-point 
register files are included in the microprocessor. Table 4 
describes the processor architecture. Ten integer SPEC 
2000 benchmark suite compiled are used for the Alpha 
21264 processor, based on the reference input set. The 
benchmarks are simulated after 20 million fast-forward 
initialization phase. 

Fig. 14 shows the leakage energy reduction achieved 
by cNV SRAM as compared to the conventional SRAM 
design. Here, the dissipations of additional logic such as 
architectural control logic and charge pump are consid-
ered. For the dissipations in the auxiliary structures, the 
state control logic introduces a very small energy over-
head and thus is not shown; considering one additional 
bit for RAT, it is modeled as traditional SRAM structure 
and then the energy dissipation is included. As shown in 
Fig. 14, with the energy overhead of additional logic, 
there are still average leakage energy reductions of 86% in 
register file, and because the leakage energy of register 
files attributes to 60% of core leakage without cache 
memory and to 15%-36% of full system-on-chip leakage, 
[51], [52], [59] at least 13% leakage energy reduction is 
achieved in overall processor. This suggests that by using 
cNV SRAM, the proposed technique is very effective in 
implementing low energy register files. 



0018-9340 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation
information: DOI 10.1109/TC.2014.2375187, IEEE Transactions on Computers

10 IEEE TRANSACTIONS ON COMPUTERS, MANUSCRIPT ID 

 

 

Benchmarks

Leakage Energy Saving in register file

94% 93%
89% 87%

94%

31%

92% 93% 95% 94%
86%

14% 14% 13% 13% 14%

5%

14% 14% 14% 14% 13%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Crafty gcc gzip mcf vpr bzip2 gap parser twolf vortex Ave

Leakage Energy Saving in the whole processor

 
 

Fig. 14. Architecture-level evaluations of the leakage energy saving of cNV SRAM over the conventional SRAM.  

As also observed in Fig. 14, the energy reduction 
achieved by different applications is not uniform. This is 
because different applications have different register state 
distribution, which affect the percentage of operation 
time when cNV SRAM can stay in sleep mode. At the 
same time, different microprocessors achieve different 
register state distribution, which further influences the 
energy efficiency of cNV SRAM. While running different 
applications (SPEC 2000, SPEC 95, Mibench and DSP 
stone) on different microprocessors (Blackfin and out-of-
order processors with various architectural parameters), 
researchers have shown that 39.3%-80% of operation time 
that registers stay in sleep mode [36], [59], [60], [61]. Ac-
cordingly, significant opportunities exist in modern mi-
croprocessors to apply cNV SRAM to achieve leakage 
energy savings. 

It’s worth mentioning that, the proposed cNV SRAM is 
expected to achieve more energy savings for advanced 
microprocessors. For example, in multi-core multi-thread 
microprocessors, when one thread gets blocked due to 
memory stall [61], the corresponding cells of this thread 
can be placed in sleep mode for power reduction. There-
fore, the cNV SRAM is expected to yield noticeable power 
savings.  

TABLE 4 

Processor Organization 

 
 

7.2 General Guidelines for using cNV SRAM 

The sensitivity of cNV SRAM is further analyzed and fi-
nally guidelines are provided for using cNV SRAM in 
different conditions. As discussed in Section 3, in working 
state, cNV SRAM based memory works as a conventional 
SRAM and they consume similar dynamic energy; in 
sleep mode, the leakage energy dissipation of cNV SRAM 
is reduced and therefore the effectiveness of cNV SRAM 
strongly depend on the sleep time as well as the memory 
size. As cNV SRAM based on-chip memories (@NV) 
switch between the work state and the sleep state, the 
transition process including control signal generation, 
voltage upconverter using charge pump, data back-up, 
date restoration, causes energy overhead. Note that, once 
cNV SRAM enters the sleep mode, the power supply is 
turned off and the energy consumed does not increase 
with the sleep time. However, the transition energy over-
head will increase with the size of memories. 

Using a modified version of CACTI 5.3 [31] and 
HSPICE simulations, the energy dissipations of cNV 
SRAM is compared to the conventional SRAM with vari-
ous memory sizes and sleep time in 65 nm SMIC Tech-
nology. The typical sizes of four different on-chip memo-
ries in Sandy Bridge architecture based Intel CPU i5 and 
i7 [42] are considered: register file = 1.5 KB, L1 cache = 32 
KB, L2 cache = 256 KB, and L3 cache = 8 MB. Fig. 15 
shows the leakage energy curves of four different memo-
ries implemented with cNV SRAM (@NV) and conven-
tional memories (@Con.) technologies. It is shown that the 
required sleep time is longer for larger memories to show 
the effective of cNV SRAM. For instance, as the sleep time 
is longer than 132 ns, cNV SRAM based register file (RF) 
is able to achieve energy savings. In terms of L3 cache, the 
sleep time of cNV SRAM is required to be longer than 281 
ns to realize lower energy dissipation. The reason is that 
larger memories employ more charge pumps and com-
plex control logic for data back-up and restoration, which 
increases the energy overhead and influences the effec-
tiveness of cNV SRAM. Another important observation 

Reorder buffer 128 entry 

Register File 128 integer and 128 floating-point 

Machine Width 4-wide fetch, 4-wide issue, 4-wide commit 

Load/Store Queue 48 entry load and 48 entry store 

Function Units 
4 IntALU, 4 FP ALU, 1 Int MULT/DIV, 1 FP 
MULT/DIV 

BTB 2048 entry, 4-way set-associative  

Branch Predictor 
Combined with 1024 entries 2-level global pre-
dictor with 8 bits history width 

L1 I/D Cache 32 KB, 4-way set-associative, 1 cycle hit time 

L2 Cache Unified 512 KB, 4-way set-associative, 6 cycles hit time 

Memory 64 bit wide, 100 cycles  
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obtained in Fig. 15 is that more energy savings can be 
achieved for larger memories with the proposed tech-
nique. As the sleep time is 1 µs, cNV SRAM based register 
file, L1 cache, L2 cache, and L3 cache enable 1 nW, 14 nW, 
81 nW, and 1.7 µW energy savings, respectively. Fur-
thermore, the achieved energy savings increase with the 
sleep time. As a consequence, the energy efficiency of 
cNV SRAM is more pronounced for large on-chip memo-
ries with long idle time.  
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Fig. 15. Energy dissipation comparison of cNV (@NV) SRAM based 
and conventional (@Con.) SRAM based memory with increasing 
sleep time and memory sizes. 

8 COMPARISON OF DIFFERENT NV SRAM 

In this section, the proposed cNV SRAM is compared 
with the five existing NV SRAMs: FeRAM/SRAM [54], 
NEM/SRAM [55], MRAM/SRAM [56], NCs/SRAM [57], 
and RRAM/SRAM [58]. The results are shown in Table 5. 
Since the existing NV SRAM technologies are not compat-
ible with traditional CMOS technology, the proposed 
cNV SRAM possesses lowest cost at all. As also shown in 
Table 5, all of the NV SRAM designs trade off among sili-
con area, performance, noise margin, and power efficien-
cy. For example, as compared to conventional SRAM, 
NEM/SRAM improves the read and write performance 
with higher noise margin, but its cell employs much more 
silicon area (~10X of cNV SRAM cell). Although the pro-
posed cNV SRAM needs more write time (up to 2ps), the 
write path is usually a noncritical path and the write time 
is much smaller than the access time of a memory. Ac-
cordingly, the write speed penalty of cNV SRAM would 
not influence the performance of the entire system. How-
ever, cNV SRAM achieves significant power savings and 
efficient silicon area, without inducing penalty in its ac-
cess time and robustness. Therefore, the proposed cNV 
SRAM can be a preferable solution for implementing 
power-efficient memory in microprocessors, especially for 
applications with area considerations such as embedded 
systems. 

9 CONCLUSION 

A CMOS compatible Non-volatile SRAM has been pre-
sented in this paper.  The technique uses conventional 8T 
SRAM in the work state for fast operation; in sleep state, 
it backs up the data with non-volatile parts and switch off 
the power supply to eliminate leakage energy. The sche-
matic and architectural schemes are developed to imple-
ment cNV SRAM, while considering multiple key per-
formance parameters including energy dissipation, layout 
area, and speed. Specifically, 7 V tunneling voltage, cou-
pling/tunneling capacitors with Wc1=120 nm, Lc1=60 nm, 
Wc2=420 nm, and Lc2=240 nm, and minimize size of 
transmission gate are used in cNV SRAM cell. Additional-
ly, a 10 stages NMOS-type Dickson’s charge pump with 
100 fF pumping capacitor, 7 V SLP, and 1 μA  Ipp  is de-
signed to speed up the data back-up process, thereby 
achieving a fast transition to sleep state and further en-
hancing the energy efficiency of cNV SRAM. With ten 
integer SPEC 2000 benchmark suite compiled for the Al-
pha 21264 processor, the architecture-level evaluations 
are performed and experiment results show that even 
with the energy overhead of additional logics, there are 
still leakage energy reductions of 86% on average, as 
compared to conventional SRAM. Additionally, based on 
the typical on-chip memories in Sandy Bridge architec-
ture, the impact of the sleep time and memory size is ana-
lyzed in detail and general guidelines for using cNV 
SRAM is provided: with the reasonable idle time and size, 
cNV SRAM is preferred in larger on-chip memories with 
longer idle time. Finally, the proposed cNV SRAM is 
compared with the five existing NV SRAMs and it shows 
that the proposed cNV SRAM can be a preferable solution 
for implementing power-efficient memory for applica-
tions with area considerations such as embedded systems. 
The future investigations would include extension of the 
proposed NV SRAM to deal with multi-core and multi-
thread workloads and tape out memory chip for valida-
tion. 
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