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Variation Aware Sleep Vector Selection in Dual
Dynamic OR Circuits for Low Leakage Register File

Design
Na Gong, Member, IEEE, Jinhui Wang, Member, IEEE, and Ramalingam Sridhar, Senior Member, IEEE

Abstract—Dual threshold voltage technique is applied
widely in dynamic OR circuits to achieve low leakage in register
files (RF) design, but its effectiveness is significantly influenced by
the selected sleep vector during the standby mode. As technology
scales into deep nanometer era, the sleep vector selection in dual

dynamic OR (DV-OR) circuits becomes challenging due to
the impact of PVT (process, supply voltage and temperature)
variations. In this paper, we analyze the relationship among PVT
variations, leakage characteristics, and sleep vectors in DV-OR
circuits. We further perform a comprehensive study on sleep
vector selection and explore its design space in DV-OR circuits.
Finally, we present a generalization of our analysis for multiple

dynamic OR circuits and provide sleep vector selection guide-
lines to achieve low leakage and robust register files in modern
processors.

Index Terms—Bit line, dual , dynamic or circuit, leakage cur-
rent, PVT variations, register files (RFs), sleep vector.

I. INTRODUCTION

I N modern processors, register files (RFs) are usually on the
critical path and the access speed is crucial in achieving fast

operation in processors [1]–[10]. Bit line structure is one of the
most important peripheral circuits in RFs [1]. Although different
types of bit line structures have been developed [11], the dy-
namic OR circuits based local (LBL) and global bit lines (GBL)
is the most popular because of its high access speed [1]–[10].
Fig. 1 shows a typical RF read path. Each -input dynamic LBL
is followed by a two-way merge and a -input dynamic GBL,
thereby building an -entry RF .
However, as technology scales into deep nanometer regime,

dynamic OR circuits based bit line structure, resulting in large
leakage current including subthreshold and gate leakage
current , accounts for a big portion of the total power
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consumption of RF [5]–[9]. This is because, in sleep (standby)
mode, the entire bit line structure with multiple pull-down paths
produces large leakage current; in active mode, all but the se-
lected bit lines generate significant leakage. Therefore, in order
to address RF power consumption, it is paramount to suppress
the leakage current of dynamic OR circuits based bit line.
The dual technique [12] has long been considered as an

effective method in suppressing leakage current of dynamic OR
circuits while maintaining the performance. A key design con-
cern for this technique is to find an appropriate sleep vector
for inputs and clock signal (CLK), which would greatly impact
the effectiveness for leakage reduction [12]. However, sleep
vector selection is a complex process and it involves multiple
key factors. In particular, as CMOS technology scales into deep
nanometer era, the increasing PVT variations are posing a major
challenge to it.
This paper investigates sleep vector selection in dual

dynamic OR (DV-OR) circuits, while taking into account key
factors including design parameters, environmental parameters,
working characteristics of circuits, different application cases,
and manufacturing technologies. We had earlier presented the
basic idea of sleep vector selection in [13] with some prelim-
inary results. In this paper, we extend our original work and
make the following additional contributions.
• The sizing of a DV-OR circuit plays an important role in
its performance and power characteristics. Using a typical
dynamic circuit sizing methodology, this paper discusses
the impact of sizing on sleep vector selection in DV-OR
circuits (Section III).

• The temperature and supply voltage dependency of
leakage currents in devices is analyzed and the expression
of gate leakage variation with supply voltage is derived.
In addition, this paper discusses the effect of combined
temperature and supply voltage variations on sleep vector
selection in depth (Section V).

• Additionally, the impact of technology scaling on sleep
vector selection is analyzed with 32 nm and 16 nm process
technologies (Section VI.D).

• This paper further verifies the benefits and effectiveness of
the proposed sleep vector selection guidelines through im-
plementation of 2R1W 64-entries 32b and 64b RF (details
are shown in Section VI.E).

• As a significant extension, this work explores the design
space for sleep vector selection and discusses the relation-
ship between different key factors and the selected sleep

1549-8328 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



GONG et al.: VARIATION AWARE SLEEP VECTOR SELECTION IN DUAL DYNAMIC OR CIRCUITS 1971

Fig. 1. Typical read path design of entries bits RF, where .

vector in DV-OR circuits. In addition, our analysis is gen-
eralized to dynamic OR circuits with multiple devices
(details can be found in Section VII).

The rest of this paper is organized as follows. Section II
presents relevant background and prior work. We discuss the
impact of sizing in Section III. In Sections IV and V, we ana-
lyze the influence of PVT variations on sleep vector selection
in DV-OR circuits. A comprehensive analysis on sleep vector
selection is performed in Section VI. Section VII discusses
sleep vector design space exploration in DV-OR and also
generalizes the analysis to multiple dynamic OR (MV-OR)
circuits. Finally, Section VIII concludes the paper.

II. BACKGROUND AND PRIOR WORK

A. Dynamic Or Circuits Based Bit Line in RF

Table I presents the application of dynamic OR circuits in RF
in industrial designs and publications. As shown, 8-input dy-
namic OR circuits are typically adopted in LBL to
achieve high performance operation [10], [14]; for GBL, the
fan-in number is typically less than 8. This is due to the fol-
lowing two reasons. First, is determined by the number of
entries (see Fig. 1). Since adversely influences the ac-
cess time of RF, modern processors usually adopt small RF

with effective management mechanisms (such as
early register release [15]) to support large in-flight instructions.
For example, Intel’s 32 nm Sandy Bridge architecture utilizes
a 144-entry FP RF and a 160-entry Integer RF to improve its
out-of-order execution [16]. Secondly, if is large, then GBL
is usually split into multiple parts to achieve high frequency
operation [4], [6], [10]. For instance, three GBLs with 2-, 3-,
and 4-input are utilized in 65 nm Intel Pentium® 4 processor
[4]. Therefore, sub-eight dynamic OR circuits (fan-in number

) are typically utilized in practical RF design.

B. Dual Dynamic OR (DV-OR) Circuits

There have been many efforts to reduce leakage current
of dynamic circuits, such as voltage scaling [17], body bi-
asing [18], variable keeper [19], dynamic/output nodes
discharging [21], [22]. For each technique, there is a trade-off
between power efficiency, performance, and implementation
cost. In addition to these techniques, the dual technique [12]
has been proved to be extremely effective in suppressing
of dynamic OR circuits. Since the critical signal transitions
that determine the delay of a dynamic circuit occur along
the evaluation path [12], low transistors are assigned to

TABLE I
DYNAMIC OR CIRCUITS BASED BIT LINE IN STATE-OF-THE-ART RF

Fig. 2. Standard -input DV-OR circuit.

evaluation path to keep the performance and high transistors
are employed in the precharge path for achieving low leakage
current, as shown in Fig. 2. However, careful selection of sleep
vector is required by this technique because it determines the
leakage reduction that can be achieved. Once the sleep vector is
determined, it can be applied easily to modern processors. This
is because, usually data held in a register only survives for a
very short time period and then the register is dead with invalid
data until this register will be committed [23]. So the stored
value in a dead register can be assigned by the selected input
vector without penalty of access time [23]. At the same time,
CLK can be set as the selected sleep vector by clock gating
technique, which is also typically present in modern processors
[24]. The overhead of clock gating circuitry is negligible as
it can be combined with existing processor structures. As a
consequence, sleep vector selection is a critical design issue in
DV-OR circuits.

C. Sleep Vector Selection in DV-OR Circuits

As shown in Fig. 2, a sleep vector of an -input DV-OR
circuit includes the states of inputs (connected to the pull-
down network (PDN)) and clock signal (CLK). Due to the par-
allel PDN structure, the sleep vector selection in DV-OR cir-
cuits is different from general circuits which is an NP-complete
problem [25]: in a DV-OR circuit, if an input is 0 (or 1) to opti-
mize the leakage current on its individual pull-down path, then
other inputs should be assigned the same state. There-
fore, combining the vector of CLK, there are four possible sleep
vectors for DV-OR circuits: high CLKwith high inputs (CHIH),
high CLK with low inputs (CHIL), low CLK with high inputs
(CLIH), and low CLK with low inputs (CLIL).
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TABLE II
LEAKAGE CURRENT OF A 65 NM DV-OR8 CIRCUIT

Among these four vectors, due to the low CLK of CLIH
and CLIL vectors, the ON precharger generates low output (see
Fig. 2). In a domino chain, the output of a dynamic gate drives
the following dynamic gates, and therefore the CLIH vector is
not suitable for the cascaded structure and cannot be applied ef-
fectively in practice [26]. Thus, previous work focuses on three
potential sleep vectors: CHIH, CHIL, and CLIL.
The CHIH vector selected in [12], [27] can minimize

because all of is produced by high transistors. How-
ever, with the CHIH vector, the PDN and footer generate large
forward . Therefore, in DV-OR circuits with CHIH,
dominates the total leakage current.
To suppress , the CHIL vector is determined in [28] and

[29], but it still suffers from large forward generated by
the ON footer. To minimize , our previous work [30] pro-
posed the CLIL vector which results in small reverse pro-
duced by the PDN and footer. Also, due to the larger stack ef-
fect (the footer is also OFF), in an OR circuit with CLIL is
still smaller than that with CHIL. Therefore, and with
CHIL are both larger as compared to CLIL, so CHIL cannot
minimize the total leakage current. In addition, since with
CLIL is produced by low transistors, it is larger than
with CHIH. Correspondingly, the potential selected sleep vec-
tors are CHIH and CLIL: CHIH results in minimum and
CLIL leads to minimum . As an example, the leakage cur-
rent of a DV-OR8 circuit in 65 nm predictive bulk technology
listed in Table II exhibits the different leakage behaviors with
three vectors in normal process corners.
Table III summarizes the existing work in the literature. As

shown, [26] and [30] considered the impact of variations while
determining the sleep vector. In [26], the authors selected CLIL
due to its superior robustness to process variation. Our recent
research [30] showed that the two potential sleep vectors have
different robustness under variations: the CHIH vector is more
robust to temperature and supply voltage variations, and the
CLIL vector is less sensitive to process variation. Unfortunately,
[26] and [30] evaluated the impact of process variation with
the assumption that there is a uniform 10% variation in
process parameters (10% PP), which may not account for the
large process variation in current technologies, as will be dis-
cussed in Section IV. In addition, the selection of sleep vector
in prior work is only based on the robustness to variations, so it
may not be suitable for different application cases. Moreover,
the influences of sizing, standby intervals, tech-
nology, and technology scaling are not included.
In the context of prior work, this paper considers all key

influencing factors to make it comprehensive. Our analysis
is based on 65 nm predictive bulk technology ( of low

TABLE III
SUMMARY OF LITERATURE SURVEY

transistors: V; of high
transistors: V; V)

and 45 nm technology ( of low transistors:
V and V; of high tran-

sistors: and V; V)
[31]. The parasitic parameters were extracted using Cadence
Virtuoso tool and included in our HSPICE simulation. The
leakage analyses were performed based on HSPICE Monte
Carlo simulations at different PVT conditions, which we will
detail in Section VI.A.

III. IMPACT OF SIZING ON SLEEP VECTOR SELECTION

In this section, the impact of sizing on sleep vector selec-
tion in DV-OR circuits is discussed. Due to the tight delay con-
straints, the design window of sizing is very narrow in dynamic
circuits. Conventionally, to achieve high access speed, all tran-
sistors in DV-OR circuits have minimum gate length. In addi-
tion, as mentioned in Section II.B, the evaluation path is the
critical path that determines the access time of a DV-OR circuit.
Accordingly, sizing the following four components requires ex-
cessive care due to the performance concern: transistors in PDN,
output inverter, footer, and keeper.
To determine the device size of the first two components, we

used a typical dynamic circuit sizing methodology: the width
of transistors in PDN were determined using the logic
effort method (delay optimized sizing) [33], [34] and the output
static inverter is high-skewed to achieve a fast evaluation speed.
Sizing the footer and keeper requires a careful balance of access
time, noise margin, and power consumption for a specific appli-
cation. In general, their gate width can be varied in the following
reasonable ranges:
1) The width of footer influences evaluation speed
and the clock load simultaneously and it is usually in the
range of 1 to 4 times of .

2) In dynamic circuits, the keeper size is usually represented
by Keeper Ratio , as given by (1). As increases,
due to the large contention current generated by the strong
keeper, the noise immunity of DV-OR is improved, while
increasing the access time and power consumption. There-
fore, to get a fast evaluation speed with reasonable noise
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Fig. 3. Sizing dependent leakage current characteristics in DV-OR8 circuits.
(a) 65 nm bulk technology; (b) 45 nm technology.

margin, the keeper size has been restricted to satisfy the
condition .

(1)

Fig. 3 shows the leakage current of DV-OR8 circuits with dif-
ferent footer/keeper size. As shown, the leakage currents with
two vectors increase with larger keeper/footer. This is because,
both of and are proportionally to the device width.
Also, as compared to the CLIL vector, CHIH is more sensitive
to sizing. As the size of footer/keeper varies, the leakage cur-
rents with CHIH and CLIL fluctuate up to 32% and 19%, re-
spectively.
In the following analysis, considering the susceptibility of

dynamic OR circuits to noise, leakage, and charge sharing, we
size the keeper with . In addition, the footer width has
been considered to be equal to the width of the transistors in
PDN. All dynamic circuits can achieve 8 GHz read operation
at 110 C in the application of 2-read, 1-write ported (2R1W)
64-entries 32 bits RF.

IV. IMPACT OF PROCESS VARIATION ON SLEEP VECTOR
SELECTION

As CMOS technology continues to scale, the process vari-
ation heavily influences the leakage characteristics of DV-OR
circuits [35], [36]. Generally, process variation is categorized
as systematic and random variation. Systematic variation,
caused by optical-proximity correction, phase-shift masking,
and layout induced strain, can be addressed effectively through
layout optimization and resolution enhancement techniques.
Yet, addressing random variation requires process and circuit
innovations and it has become a great concern in nanometer
technologies [35]. In particular, to overcome the scaling lim-
itations in 45 nm node and beyond, the use of
technology introduces a number of new highly random effects
to process parameters [36]. Accordingly, this paper focuses
on leakage current variation that occurs as a result of random
variation in important parameters, including random discrete
doping , gate length , and gate oxide thickness

.
As discussed in Section II.C, the analysis on process variation

in prior work [26], [30] is based on a 10%PP model. However,
as ITRS [32] reported in Table IV, the value of ,
and can be as large as 12%, 40%, and 5% in 65 nm and
45 nm technologies. Since and strongly depend on
these process parameters as given in (2) [37], 10%PP model
leads to a significant underestimation in variation and a

Fig. 4. Scatter plots for leakage current of NMOS devices with minimum size
using Monte Carlo simulations. (a) 65 nm bulk; (b) 45 nm .

TABLE IV
PROCESS VARIATION MODEL

small overestimation in variation, thereby inducing a large
underestimation in total leakage current variation. This result
can be observed in Fig. 4, which compares the leakage current
variation ofminimum sizedNMOS devices at room temperature
in two technologies. Therefore, there is a need to re-evaluate the
influence of process variation on sleep vector selection in wide
DV-OR circuits.

(2)

It is important to note that, for the 45 nm technology, the
technology introduces extra variability because

of interface roughness between silicon and the high-K dielec-
tric, and between the high-K dielectric and metal gate. Thus,
it generates larger variation [36]. But at the same time, the

technology decreases variation effectively since
variation is directly proportional to , where is

dielectric constant of the material [38]. Thus, variation is
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much larger for 45 nm technology than that in 65 nm technology,
as shown in Fig. 4.
As also observed in Fig. 4, in the presence of process vari-

ation, variation is much larger than variation for the
same device ( for 65 nm and for 45 nm, so
variation dominates total leakage variation. Accordingly, in this
subsection, we first discuss variation with two potential
vectors based on analytical formulas. Then, we evaluate the ro-
bustness of two sleep vectors to process variation.
Fig. 5(a) and (b) show paths and components in -input

DV-OR circuits with two potential sleep vectors. with two
vectors can be expressed as (3) and (4), shown at the bottom of
the page [30], where is with CHIH and is
with CLIL; , and are

density per width unit of high NMOS, high PMOS,
low NMOS, and low PMOS, respectively;

are gate widths of de-
vices N1, N2, P1-P4, PDN and footer in Fig. 5, respectively;
is the fan-in number of DV-OR circuit; is the drain

induced barrier lowering (DIBL) factor; is the sub-threshold
swing.
Note that, in (3) and (4) only depend on the gate

widths of devices, which are usually much larger than gate
length in DV-OR circuits, and therefore the gate width
variation can be neglected [39]. Hence, remain con-
stant in the presence of process variation. However, both of the
DIBL effect and are process dependent [40], so variation
is induced by process variation. Accordingly, the process
variation induced variation with two vectors
can be expressed as (5), shown at the bottom of the page. It can
be seen that variation with CHIH depends on varia-
tion in high transistors, while variation with CLIL is
dependent on variation in low devices. Since the effect
of process variation on is substantially larger for low
transistors ( [41]) and variation with

Fig. 5. paths in -input DV-OR circuit with (a) CHIH and (b) CLIL.
High devices are shaded.

CLIL also increases with the fan-in number and , CLIL
leads to a larger variation and further a larger total leakage
variation. Fig. 6 shows total leakage current distribution of
DV-OR8 circuits obtained from Monte Carlo simulation of

(3)

(4)

(5)
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Fig. 6. Distribution of total leakage current in DV-OR8 circuits.

1000 samples. The robustness to variations is usually measured
by the ratio of mean leakage and standard deviation ,
which is also the inverse of leakage uncertainty/variability [33].
A higher robustness value indicates the smaller extent of
leakage variability in relation to the mean leakage. As shown
in Fig. 6, the robustness of the CHIH vector is higher
(3.4X for 65 nm and 2.4X for 45 nm technologies) as compared
to the CLIL vector.

V. IMPACT OF SUPPLY VOLTAGE AND TEMPERATURE
VARIATIONS ON SLEEP VECTOR SELECTION

In addition to process variation, the demand for low power
causes supply voltage scaling and different clock cycles results
in time varying currents on the power lines, which makes
voltage variation a significant design challenge. Furthermore,
uneven levels of activities in different parts of a chip produce
within-die temperature variations [42]. In this section, the im-
pact of temperature and voltage variations on leakage current
of DV-OR circuits with the CHIH and CLIL is investigated in
three scenarios: 1) considering individual temperature variation
only; 2) considering voltage variation only; and 3) considering
combined voltage and temperature variations.

A. Impact of Temperature Variation

First, we compare temperature dependency of leakage cur-
rent of minimum sized NMOS devices in two technologies and
the result is shown in Fig. 7(a). As expected, has a strong
relationship with temperature ( [42]) while

is not as sensitive to temperature. Another important ob-
servation in Fig. 7(a) is that the use of technology
also increases the temperature dependence of , thereby fur-
ther enhancing the effectiveness of the CHIH vector in reducing
total leakage variation. This is because, in traditional bulk tech-
nology, the effect of Fermi level shift and the poly depletion re-
duces the temperature induced , but the technology
is free of these effects. Also, a higher interface state density in-
creases variation in devices [43].
Next, we compare temperature induced leakage current vari-

ation of DV-OR8 circuits in 65 nm and 45 nm technologies as
shown in Fig. 8(a) and (b). Since varies significantly with
temperature and is almost insensitive to temperature,

Fig. 7. Variation of leakage current in minimized NMOS device to (a) temper-
ature and (b) voltage.

variation dominates total leakage current variation as tempera-
ture fluctuates. As also shown in Fig. 8, the CHIH vector results
in minimum , and hence it is more robust to temperature
variation than CLIL.

B. Impact of Supply Voltage Variation

Fig. 7(b) shows the dependency of and on in
minimum sized NMOS devices. We can see that, as varies
from 0.5 V to 1 V, variation is about five times as large as

variation. This is because, in MOS devices, although both
and have exponential dependencies on de-

pends on more strongly, which is reflected in a stronger ex-
ponential function [44]. Therefore, in this subsection, first,
variation with two sleep vectors under supply voltage variation
is discussed analytically and then the robustness of two poten-
tial sleep vectors is discussed.
As shown in Fig. 9(a) and (b), in DV-OR circuits with

two sleep vectors can be expressed as [30]

(6)
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Fig. 8. Variation of leakage current in DV-OR8 circuits to temperature: (a)
CHIH; (b) CLIL.

(7)

where is with the CHIH vector and is
with the CLIL vector; and are forward

density per unit width of low and high
NMOS, respectively; and are re-

verse density per unit width of low and
high NMOS, respectively; are
gate widths of devices N1, N2, PDN and footer in Fig. 9 and
they can be assumed to be constants under PVT variations.
Researchers have shown that mainly consists

of gate-to-channel tunneling currents which flow from gate
to source/drain through channel, while is mainly
composed of edge-direct-tunneling (EDT) currents which flow
from source/drain to gate through source-drain extension [30].

is larger than , e.g., about 56% and

Fig. 9. paths in -input DV-OR circuit with (a) CHIH and (b) CLIL.
High devices are shaded.

51% larger in our experiment with 65 nm and 45 nm technolo-
gies, respectively. So (6) can be rewritten as

(8)

Also, in practical design, and is usually several
times larger than to enhance the evaluation speed;

is slightly larger than ( % and 3% larger in our
experiment with 65 nm and 45 nm technologies, respectively).
So (7) can be rewritten as

(9)

Based on the above analysis, we can see that in DV-OR
circuits with two potential sleep vectors are mainly generated
by low devices in the PDN and footer, which can be called

-generating-network (GGN), as shown in Fig. 10(a). The
supply voltage variation causes the voltage variation of dynamic
node, thereby inducing variation in GGN. Accordingly,
supply voltage induced variation can be expressed as

(10)

where and are the voltage of dynamic node
with two vectors. In a DV-OR gate with CHIH, the pre-charger
and keeper are both OFF and the dynamic node is isolated from
supply voltage variation. So the voltage of dynamic node stays
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Fig. 10. Variation of leakage current 65 nm DV-OR8 circuit to supply voltage: (a) Voltage variation of dynamic node in 65 nm DV-OR8 circuit; (b) Leakage
current variation of 65 nm DV-OR8 circuits with two sleep vectors.

Fig. 11. Constant total leakage current contours in DV-OR8 circuits with two sleep vectors in 65 nm bulk and 45 nm technologies.

almost zero, which is confirmed in Fig. 10(a). Also, as verified
in our simulation, due to the similar mechanism,
and for the same device have close dependencies
on voltage. Therefore, CHIH reduces variation effectively,
as also shown in Fig. 10(b). On the other hand, with the CLIL
vector, the pre-charger and keeper are both ON. If supply
voltage varies, is also changed by the same amount,
thereby producing larger variation in GGN.

C. Impact of Combined Temperature and Voltage Variations

The combined effect of temperature and supply voltage
variations is discussed in this subsection. Fig. 11 shows the
total leakage current contours of DV-OR8 circuits. Comparison
between two technologies emphasizes the fact that the large
leakage problem is more serious with the scaling of technology.
To quantify it further, as the technology moves from 65 nm
to 45 nm, the leakage current of DV-OR circuits with similar
performance increases by almost 6 X ( nA/150 nA)
for the CHIH sleep vector and 9 X ( nA/140 nA) for
CLIL. As also shown in Fig. 11, for both technologies, the total
leakage variation with the CHIH vector ( X for 65 nm and

X for 45 nm) is much smaller than that with the CLIL
vector ( X for 65 nm and X for 45 nm). This is
due to the better robustness of the CHIH vector to variations.
To this point, we have investigated the impact of PVT vari-

ations on the leakage current characteristics of DV-OR circuits
and concluded that the CHIH vector has superior robustness to
PVT variations. However, it is still not assured that the CHIH

vector is the best sleep vector to suppress leakage current under
PVT variations. This is because, the sleep vector selection also
depends on other important factors such as application cases. As
a consequence, it is highly desirable to perform a comprehen-
sive study of sleep vector selection in DV-OR circuits.

VI. COMPREHENSIVE STUDY ON SLEEP VECTOR SELECTION IN
DV-OR CIRCUITS

A. Experiment Setup

Our study adopts the process variation model specified by
ITRS [32] in Table IV. As also reported by ITRS, the supply
voltage is assumed to have an independent normal Gaussian dis-
tribution with variation of 10%.
We assume the working temperature is 110 C since it is a typ-

ical hot-spot temperature in modern microprocessors [28]. The
temperature variation in sleep circuits depends on the interval of
standby mode, so our analysis considers two types of sleep cir-
cuits in practice: (1) circuits with short standby intervals (SSI).
We assume the sleep temperature of circuits is reduced gradually
from 110 C to room temperature; (2) circuits with long standby
intervals (LSI). For these circuits, the sleep temperature can be
assumed to stay at room temperature with only 1 C variation
[50]. 1000 Monte Carlo simulations are done to achieve enough
statistical accuracy.
Our following analysis starts by a study on application aware

sleep vector selection for DV-OR circuits. Following this, gen-
eral cost functions based sleep vector selection is investigated,
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Fig. 12. LVC of DV-OR circuits with different sleep vectors in 65 nm bulk and 45 nm technologies: (a) DV-OR4; (b) DV-OR8; (c) DV-OR16.

and then, the impact of technology scaling is examined. Finally,
the effectiveness of the selected sleep vector is verified in 64-en-
tries RF.

B. Application Aware Sleep Vector Selection

As discussed before, previous work on sleep vector selection
for DV-OR circuits were based on two criteria: 1) the work [12],
[27]–[29] ignored the impact of PVT variations and only con-
sidered the leakage reduction. Accordingly, the selected sleep
vector is also the minimum sleep vector; and 2) the work [26]
and [30] did not consider the leakage reduction, so the deter-
mined sleep vector is the vector with the best robustness to vari-
ations.
However, the leakage reduction and the robustness both influ-

ence the yield of RF [45]. Therefore, it is necessary to consider
these two factors and also their relative significance in different
application cases. For instance, while designing processors for
highly reliable servers, such as IBM POWER6™, the robust-
ness to variations is the top priority. Alternatively, when we im-
plement processors for portable biomedical device, sensor net-
works, and other ultra-low power applications, the leakage re-
duction is extremely important.
As a consequence, we define an application aware Leakage-

Variation-Cost (LVC) function and the formula to determine the
sleep vector is given in min LVC

(11)

where is used to evaluate the leakage reduction with sleep
vector is the uncertainty of leakage current and it is
also the reciprocal of the robustness against variations; is the
weighting factor, which indicates the relative significance of
leakage reduction and robustness in different application cases.
In particular, the priority of leakage reduction becomes higher
as increases; in the extreme case with , the leakage re-
duction is the only design concern.
Fig. 12 compares LVC of CHIH and CLIL for different

DV-OR circuits. As shown, the LVC comparison varies with

the fan-in number of DV-OR circuits. Take 65 nm circuits
as an example, for DV-OR4, as compared to the CLIL vector,
the achieved LVC savings with CHIH ranges from 28.1% to
87.3% for LSI and from 39.3% to 41.7% for SSI, depending
on in difference application cases. With decreasing , the
relative significance of robustness increases and hence, more
LVC savings can be achieved by CHIH. For DV-OR8 circuits,
LVC with CHIH is still the minimum in all cases, but it is very
close to that with CLIL. However, as continues to increase,
the CLIL vector is more likely to become the best sleep vector.
For DV-OR16 circuits, LVC of the CHIH vector is smaller than
CLIL only in the extreme case with , when the ro-
bustness is the top design priority; for the majority application
cases, the CLIL vector minimizes LVC. The main reason of
the opposite result obtained from different circuits is that, as
increases, the number of parallel paths in GGN becomes larger
and so increases accordingly, as expressed in (6) and (7).
The CLIL vector, which minimizes , can achieve minimum
average leakage current and it minimizes LVC in most cases.
It is important to note that, for sub-eight DV-OR circuits, the
CHIH vector is able to achieve the minimum LVC across all
application cases. Furthermore, as evident from Fig. 12, for
circuits with different standby intervals, LVC of SSI is always
larger than that of LSI in the same application due to the smaller
effect of temperature variation for LSI.

C. General Cost Functions Based Sleep Vector Selection

For a more comprehensive analysis, we further discuss sleep
vector selection based on three general cost functions under
variations: , which shows the variation cost
in typical case [37]; , which indicates the variation
cost in worst case [46]; , which is used to evaluate
the overall cost under variations [47].
We also calculate the improvement of with the CHIH

vector as compared to that with the CLIL vector

(12)

where and represent the th cost criteria
with CHIH and CLIL, respectively. Obviously, if
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TABLE V
STATISTICAL RESULT OF LEAKAGE CURRENT IN DV-OR CIRCUITS AND GENERAL COST FUNCTIONS BASED SLEEP VECTOR SELECTION

, CHIH is the best sleep vector and achieves the lowest cost
based on th criteria; otherwise, CLIL is the best sleep vector.
Table V shows a comparison on three general cost functions

for different circuits. For in Table V, the last row reports
the defined parameter . Once again we can see
that the CHIH vector can be applied for sub-eight DV-OR
circuits across all application cases and it yields 38%–93% and
16%–88% cost reduction compared to CLIL for 65 nm and 45
nm technologies, respectively.
As also observed in Table V, as increases, the CHIH vector

is more likely to remain the best sleep vector for 45 nm
technology. For example, based on and , the CHIH

vector is still able to achieve the lowest cost for 45 nmOR32 cir-
cuit, but the sleep vector with minimum cost has become CLIL
for 65 nm OR32 circuit. This is due to the larger contribution
of in total leakage current in technology, as dis-
cussed in Section IV.
The above simulation results and discussions suggest that the

CHIH vector provides dual benefits of leakage reduction and
robustness for sub-eight DV-OR circuits, which is the typical
application in practical RF design.

D. Impact of Technology Scaling on Sleep Vector Selection

To investigate the effectiveness of CHIH in advanced
technologies beyond the 45 nm node, we also evaluate

of DV-OR gates based on 32 nm and
16 nm predictive technologies [31]. The results are
shown in Fig. 13. It can be observed that CHIH consistently
achieves cost reduction across all technologies. In particular,

, and for 16 nm DV-OR8

Fig. 13. in 32 nm and 16 nm predic-
tive technologies.

circuit are 0.958, 0.951 and 0.999, respectively. It indicates
that three general cost functions under variations with CHIH
are considerably lower as compared to those with CLIL (see
(12)). This is because CMOS technologies at the 22 nm node
and beyond is extremely sensitive to variations [32]. As a con-
sequence, the robustness benefit of CHIH is more pronounced
with technology scaling.

E. Leakage Reduction Under Different RF Configurations

To further demonstrate the effectiveness of CHIH, we imple-
ment 2R1W 64-entries RF with 32 bits and 64 bits and carry
on simulations using HSPICE and CACTI5 [48], obtaining the
improvement of three general cost functions with CHIH as com-
pared to random vectors and CLIL.
We first designed 65 nm and 45 nm DV-OR based bit lines

with and for 2R1W 64-entries RF (see Fig. 1).
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Fig. 14. Layout of 45 nm 2R1W 64-entries 32 bits RF (87.5 33.9 m ).

Fig. 15. Bit line leakage power ratio in RF with different configurations.

Fig. 14 shows the layout of 45 nmRFwith 64-entries and 32 bits
based on conservative MOSIS deep sub-micrometer technology
[20]. To achieve a fast read path, LBL is placed close to bit-cell
to reduce bit line capacitance . For 65 nm and 45 nm
2R1W 64-entries 32 bits RF, are estimated to be 0.79
F and 0.52 F, respectively.
Then, we run HSPICE Monte Carlo simulations to obtain the

statistical result under PVT variations. Due to the large run time
of Monte Carlo simulation, 50 random vectors are used in our
simulation and the probability of each primary input toggling
between successive vectors is 50%. The average statistical result
is obtained from Monte Carlo simulation with 1000 iterations.
Next, using a modified version of CACTI5, we model four

different 2R1W 64-entries RF and estimate the leakage power
ratio of bit lines as shown in Fig. 15. It shows that the bit lines
consume more than 60% of the total leakage power.
Finally, by combining the statistical result and obtained

leakage power ratio, we estimate three cost functions improve-
ment of RF with CHIH over random vectors as shown in
Fig. 16(a). The CHIH vector successfully improves the cost
functions considered by 12.7%–48.9% and 13.4%–41.4% in
65 nm and 45 nm RF, respectively. In addition, Fig. 16(b)
compares the cost improvement of the CHIH vector over CLIL.
We can see that CHIH significantly outperforms CLIL by
11.4%–55.5% in cost functions considered, depending on the
manufacturing technology as well as RF configuration.

VII. DISCUSSIONS

A. Design Space Exploration of Sleep Vector Selection in
DV-OR Circuits

The above analysis primarily targeted the sleep vector selec-
tion guidelines for DV-OR circuits in practical RF applications

Fig. 16. Cost Improvement of RF with the CHIH vector as compared to (a)
random vector; (b) the CLIL vector.

. In this subsection, we discuss the sleep vector selec-
tion in DV-OR circuits from a general perspective.
For an -input DV-OR circuits, its special PDN structure

reduces a complex -dimensional to 4D
design space including CHIH, CHIL, CLIH, and CLIL. Since
CHIL always results in large leakage current and CLIH cannot
be applied in practice, the design space further becomes 2D
with CHIH and CLIL. In this 2D design space, multiple key
factors including design parameters, environmental parame-
ters, working characteristics of circuits, application cases, and
manufacturing technologies are playing important roles in our
decision, as shown in Fig. 17. Based upon the impact on sleep
vector selection, we categorize these factors into the following
three types:
• Type-I factors that favor the use of CHIH;
• Type-II factors that moves our decision to CLIL;
• Type-III factors that have different impacts in various con-
ditions.

1) Type-I factors include PVT variations, requirement of ro-
bustness of applications, technology, and tech-
nology scaling. This is because: i) the CHIH vector offers
super robustness to PVT variations and technology scaling
results in larger variations; and ii) the tech-
nology makes account for a larger proportion of total
leakage current and therefore the CHIH vector, which re-
sults in minimum , receives more emphasis.

2) The CLIL vector results in minimum , which grows
very fast with fan-in number . Also, the CLIL vector
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Fig. 17. Design space of sleep vector selection in DV-OR circuit.

is less sensitive to the sizing, as discussed in Section III.
Accordingly, device sizing and are Type-II factors.

3) The requirement for leakage reduction of applications is a
Type-III factor because its influence depends on the fan-in
number of a DV-OR circuit. As is small
dominates the total leakage current and the CHIH vector
can achieve the best leakage reduction. This leakage re-
duction effectiveness, however, diminishes as grows,
suggesting that the increasing requirement of leakage re-
duction moves our decision to the CLIL vector.

B. Extension to Multiple Dynamic OR Circuits (MV-OR)

Finally, let us consider the general case of dynamic OR
circuits with multiple devices (MV-OR), such as ultra-low
, low , standard , high , ultra-high . Different
settings provide the designer with more opportunities to

achieve low power, at higher manufacturing cost. Similar to
DV-OR circuits, inputs should be assigned the same state
in the sleep vector selection process due to the parallel PDN
structure, achieving the uniform access time to different rows
of RF bit-cells. Accordingly, we get the sleep vector

(13)

The sleep vector selection process is as follows. First, as we
discussed before, with a specific manufacturing technology, the
leakage currents of an -inputMV-OR circuit with sleep vector
can be expressed as

(14)

We expand (14) as a Taylor series and only retain the first
order term. Here, we consider the impact of fan-in number ,
sizing , PVT variations (PVT):

(15)

Here, instead of mathematical expressions, we focus on
the relationship between different factors and leakage current.
Therefore, we apply Sensitivity Analysis (SA) [49]: consid-
ering small variation of a factor will vary from its
nominal value and the sensitivity factor of
to can be expressed as follows:

(16)

Accordingly, an approximated linear relation between
leakage current and different factors can be obtained:

(17)

Finally, the requirement of applications is associated with the
selected cost function conditions and thus the sleep vector can
be determined based on (18):

(18)

In our previous analysis for DV-OR circuits, we use
to cover a wide range of applications,

showing that the CHIH vector is highly beneficial in terms of
both leakage reduction and robustness for typical application
of DV-OR in practical RF.
It is worth mentioning that, although only RF is considered in

this work, the analysis is general enough to consider sleep vector
selection for other on-chip memories with similar wide-OR bit
line structures such as L1 SRAM in AMD “Bulldozer” [10].

VIII. CONCLUSION

This paper explores sleep vector selection in DV-OR circuits,
while considering design parameters, environmental parame-
ters, working characteristics of circuits, application cases, and
manufacturing technologies. It shows that the CHIH vector of-
fers significant advantages over other vectors for practical RF
applications and it yields up to 48.9% and 55.5% reduction in
cost functions considered for 2R1W 64-entries RF, as compared
to random vector and CLIL, respectively. Our detailed analysis
of the dependence of leakage characteristics on key parame-
ters can help circuit designers in developing novel low leakage
RF design. More importantly, the analysis in this paper may be
extended to the bit line design of other on-chip memories in
modern processors. Based on these design guidelines, circuit-ar-
chitecture co-design to achieve low leakage RF is our continued
topic of research.
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