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Abstract

This paper presents a swarm intelligence based approach to optimally partition combinational CMOS circuits for pseudoexhaustive testing. The partitioning algorithm ensures reduction in the number of test vectors required to detect faults in VLSI circuits. The algorithm is based on the circuit's primary input cone (N) and fanout (F) values to decide the location and number of partitions. Particle Swarm Optimization (PSO) is used to determine the optimal values of N and F to minimize the number of test vectors as well as the number of partitions. The proposed algorithm has been applied to the ISCAS'85 benchmark circuits and the results obtained are compared with those from the I-PIFAN partitioning approach.

1. Introduction

The advancement in VLSI semiconductor technology has led to a phenomenal development in electronic systems. With the reduction in device sizes, a very large number of transistors can fit onto a single chip. However, as the chip density increases, the probability of defects occurring in a chip increases as well. The quality, reliability and cost are directly related to the intensity of product testing. As a result, testing has become a major concern. All possible redundant faults can be found only through exhaustive testing of a circuit. However, a digital circuit with N inputs requires 2^N test vectors for exhaustive testing. As N increases, the applicability of all 2^N test vectors becomes impractical and alternative approaches are needed.

The pseudoexhaustive testing approach has been proposed by McCluskey [1]. In this method, the circuit is partitioned into a number of subcircuits, which considerably reduces the required number of test vectors. Archambeau [2] demonstrated that when single-output partitions are used, all detectable combinational faults within each partition are detected by such a test. The PIFAN algorithm for partitioning was developed by Shaer [3]. It is based on the Primary Input cone and FANout values of each node in the circuit. This algorithm was automated and improved upon later by the authors and called I-PIFAN [4]. This method has been found to be more effective than the previously suggested approaches such as partition design methodology and simulated annealing [5-6].

A recently developed algorithm known as particle swarm optimization (PSO) that emerges and allies itself to evolutionary algorithms based on simulation of the behavior of a flock of birds or school of fish, has proven to have great potential for optimization problems [7-10]. Swarm algorithms differ from evolutionary algorithms most importantly in both metaphorical explanation and how they work. PSO is able to find optimal solutions for both single-objective and multi-objective problems [11-12]. In this paper, PSO is used to determine the optimal values of N and F for the I-PIFAN partitioning algorithm and the authors refer to this approach as PSO-PIFAN.

The paper is organized as follows. The partitioning algorithm is presented in Section 2. The PSO algorithm is described in Section 3. Section 4 presents PSO based partitioning and the fitness function formulation. Section 5 describes the results obtained with PSO-PIFAN and comparison with the I-PIFAN for the standard ISCAS'85 benchmark circuits. The conclusion and future work are given in Section 6.
2. Partitioning Approach

Circuit partitioning is carried out using the I-PIFAN algorithm [4]. This algorithm is based on reducing the primary input cones (PI) in the circuit. The initial step is to form a gate and input matrix representation of the circuit from its Verilog netlist file. The gate matrix is formed one column at a time, with each subsequent column containing all gates whose inputs come only from the wires or gates in the immediately preceding column. Each gate matrix element is a number, from 0-9, representing a particular type of gate (i.e. AND, OR, etc.), or a wire, or no gate. The input matrix represents the connection of gates in the gate matrix. Since the maximum number of inputs per gate differ greatly for the ISCAS’85 circuits, the number of rows of the input matrix are dynamically configured as the number of rows in the gate matrix multiplied by the maximum fanin of the circuit.

The partitioning is carried out by adding a primary input and a primary output to the circuit, provided the output of the node being partitioned is not already a primary output. If the node is an inverter or buffer, it is not partitionable and the inputs have to be traced back until a partitionable node is found. There are two phases in the algorithm. Phase-I involves partitioning the nodes with fanout (FO) values greater than or equal to F and primary input cone (PI) greater than one. In Phase-II, the PI value of each node is compared with N. If it is greater than N, then the node is partitioned. The primary input and fanout values at each node are recalculated every time a partition is made. The value of N should be greater than or equal to the maximum fanin of the circuit. The pseudocode and the flowchart (Figure 1) for the I-PIFAN algorithm are given below:

begin
  a) Start at the beginning of the node list.
  b) Move through the nodes until the FO value of the node is greater than or equal to F and its PI value is greater than one.
  c) If the node is an inverter or buffer, trace back through its inputs until a partitionable node is found.
  d) Make a partition at the output of the node by adding a primary input and a primary output, unless the node’s output is a primary output.
  e) Update the PI and FO values of all nodes at, and following, the partitioned node in the circuit.
  f) Repeat steps from b) to e) until the end of the node list.
  g) Go back to the beginning of node list.
  h) Move through the nodes until the PI value of the node is greater than N.
  i) Find the input of the current node with the greatest PI value. If the PI values are equal, select the first input.
  j) Perform steps c) through e).
  k) Repeat steps from h) to j) until the end of the node list.

end

Figure 1. I-PIFAN algorithm
An example circuit is shown in Figure 2. It has 9 primary inputs and 3 primary outputs. The number of test vectors required for exhaustive testing of the circuit is therefore 512. The primary input and fanout values for the nodes are shown adjacent to each gate. Selecting $N$ to be 3 and $F$ to be 4, the circuit can be partitioned with the I-PIFAN algorithm described above. Circuits obtained after Phase-I and Phase-II partitioning are shown in Figures 3 and 4, respectively.

The number of test vectors required for pseudoexhaustive testing of the partitioned circuit can be calculated by summing the $2^Z$ test vectors needed for each primary output, where $Z$ is equal to the PI cone of a primary output's node. Hence, the final number of test vectors required would be 36.

![Figure 2. Example Circuit](image)

![Figure 3. Circuit after Phase-1 partitioning](image)

3. Particle Swarm Optimization

PSO is an evolutionary computation technique developed by Kennedy and Eberhart [7-8]. It is motivated by a social behavior of organisms such as bird flocking, fish schooling, and swarm theory. In PSO, the potential solutions, called “particles”, fly around in a multi-dimensional search space, to find out an optimal or sub-optimal solution by competition as well as cooperation among themselves. The PSO technique starts initially with a population of random solutions. Each particle is given a random velocity and is flown through the $d$-dimensional problem space. The position ($x_i$) and velocity ($v_i$) of each particle $i$ is updated based on its previous velocity, the previous best particle's location ($p_{id}$ or $p_{best}$), and the previous global best particle's location ($p_{gd}$ or $gbest$) [7]. The basic concept of PSO lies in accelerating each particle towards its $p_{best}$ and $gbest$ locations at each time step. The velocity and position updates are given by (1) and (2), respectively.

$$v_i = w \times v_i + c_1 \times rand_1 \times (p_{id} - x_i) + c_2 \times rand_2 \times (p_{gd} - x_i)$$

(1)

$$x_{id} = x_{id} + v_{id}$$

(2)

Where $w$ is the inertia weight and is usually set to a value in the range of 0.5 to 1; $c_1$ and $c_2$ are cognitive and social acceleration constants respectively, and are usually set to 2; $rand_1$ and $rand_2$ are uniform random numbers between 0 and 1. The optimal choice of values for $w$, $c_1$, and $c_2$ can cause the PSO
algorithm to carry out better exploration and exploitation of the search space [13].

4. PSO for Partitioning

The PSO algorithm is used to determine the optimal values of $N$ and $F$, such that both the number of partitions and number of test vectors is minimized. The two objectives are represented in the form of fitness functions $f_p$ and $f_T$, where $f_p$ represents the number of partitions and $f_T$ the number of test vectors. Generally, the number of test vectors can be reduced by increasing the number of partitions. However, this introduces hardware overhead and increases critical path delay, so it is desirable to find an optimal number of partitions (Par) and test vectors (TVs). In order to use PSO to evaluate the different possible solutions, the authors have used the fitness function given in (3).

$$f = f_p^2 \times \frac{f_T_{\text{initial}}}{100} + f_T \quad (3)$$

$f_{T, \text{initial}}$ is the number of test vectors required to do the exhaustive testing of the circuit (without partitioning) and is equal to $2^P$ ($P$ is the original number of primary inputs). The fitness function $f$ in (3) is based on the assumption that the optimal value of the number of test vectors lies near the square root of $f_{T, \text{initial}}$. This assumption has been found experimentally to be reasonable by the authors for all the ISCAS'85 benchmark circuits that were tested.

The pseudocode and flowchart (Figure 5) for the PSO-PIFAN algorithm is given below:

begin
  $t \leftarrow 0$
  a) initialize the PSO particles in two dimensions ($N$ and $F$).
  b) partition the circuit based on I-PIFAN.
  c) evaluate the fitness $f$ in (3).
  d) select the pbest and gbest.
  e) end if termination condition true.
  f) $t \leftarrow t + 1$.
  g) update the velocity and position of each particle using (1) and (2) respectively.
  h) repeat b) to e).
end

Figure 5. PSO-PIFAN algorithm
Table 1. Comparison of No. of partitions and Test Vectors for ISCAS’85 benchmark circuits using I-PIFAN and PSO-PIFAN

<table>
<thead>
<tr>
<th>ISCAS’85 Circuit</th>
<th># of PI</th>
<th># of FO</th>
<th>I-PIFAN</th>
<th>PSO-PIFAN</th>
<th># of TVs without partitions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>F</td>
<td># of Par</td>
<td># of TVs</td>
<td>N</td>
</tr>
<tr>
<td>c432</td>
<td>36</td>
<td>7</td>
<td>20</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>c499</td>
<td>41</td>
<td>32</td>
<td>14</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>c880</td>
<td>60</td>
<td>26</td>
<td>14</td>
<td>8</td>
<td>20</td>
</tr>
<tr>
<td>c1355</td>
<td>41</td>
<td>32</td>
<td>14</td>
<td>12</td>
<td>8</td>
</tr>
</tbody>
</table>

5. Results

The effectiveness of the algorithm is demonstrated using the simplified case study example presented in [4]. The circuit has nine primary inputs and three primary outputs. Hence, the number of test vectors required to exhaustively test the circuit is 512. The partitioning based on the I-PIFAN approach resulted in 4 partitions and 46 test vectors. The PSO-PIFAN algorithm resulted in the same number of partitions and test vectors.

It is worth pointing out that different combinations of N and F can yield the same number of partitions and test vectors for a given circuit. Also, the same number of partitions can yield a different number of test vectors depending on the locations at which the partitions are made. However, there is no single global optimum solution possible for the problem. It varies according to the application and the requirements of the user. The hardware overhead due to the partitions, testing time, and speed have to be taken into consideration to select the most optimal values. PSO is able to find several optimal values of N and F, some of them yielding fewer test vectors and others resulting in fewer partitions. But the global optimum for PSO depends on the fitness function defined in (3). For example, for the ISCAS’85 benchmark circuit c432, PSO-PIFAN determined the optimal values of N and F to be 17 and 13, respectively, which resulted in 23 partitions and 3.12e+05 test vectors. Another combination of N and F was 18 and 7, respectively, resulting in 22 partitions and 6.98e+05 test vectors. The I-PIFAN approach generated 18 partitions and 3.97e+06 test vectors with N and F equal to 20 and 8, respectively. Based on the reduced number of test vectors and corresponding partitions, PSO-PIFAN yields better results than I-PIFAN. Similarly, there are several other sub-optimal solutions found by PSO-PIFAN. The results for the c499, c880, and c1355 ISCAS’85 benchmark circuits matched exactly with the I-PIFAN results [4] in terms of partitions and test vectors, and are shown in Table 1.

The PSO-PIFAN algorithm was run with only 10 particles and was able to find the above solutions in less than 10 iterations. A larger number of PSO particles and additional iterations could result in better solutions. This remains to be tested.

6. Conclusion

In this paper, particle swarm optimization (PSO) is applied to the circuit partitioning problem. The I-PIFAN algorithm is used as the partitioning approach and the parameters N and F are determined using PSO. The PSO-PIFAN algorithm optimizes the number of test vectors and the number of partitions simultaneously. The results with the PSO-PIFAN algorithm show that it is effective in determining the optimal values of N and F. Results also indicate that PSO-PIFAN is more efficient than the I-PIFAN algorithm. I-PIFAN needs to test all combinations of N and F exhaustively within a specified range. On the other hand, PSO-PIFAN searches all combinations of N and F simultaneously, and without necessitating a specified range. Hence, PSO-PIFAN searches the solution space and uses its memory to accelerate the PSO particles towards the global best solution faster.

The other ISCAS’85 benchmark circuits remain to be tested with the PSO-PIFAN algorithm. The current PSO-PIFAN algorithm did not consider minimizing the critical path delay introduced due to partitioning. The fitness function can be modified to
incorporate this. The run times for the different methods need to be compared as part of future work. The future work involves applying the Pareto front optimality concept for solving the partitioning problem [14-15]. Furthermore, sequential circuits can be reduced to combinational circuits and the PSO-PIFAN technique can be applied to them as well.
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