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Abstract. This paper builds on work of Hochster and Yao that provides nice embeddings for finitely generated modules of finite G-dimension, finite projective dimension or locally finite injective dimension. We extend these results by providing similar embeddings in the relative setting, that is, for certain modules of finite GC-dimension, finite PC-projective dimension, locally finite GC-injective dimension or locally finite IC-injective dimension where C is a semidualizing module. Along the way, we extend some results for modules of finite homological dimension to modules of locally finite homological dimension in the relative setting.
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1. Introduction. Throughout this note, R is a commutative Noetherian ring with identity. The purpose of this note is to extend some results of Hochster and Yao, beginning with the following, wherein \( \mathcal{Z}[i] = z_1, \ldots, z_i \) and G-dim\(_R(M)\) is the G-dimension of Auslander and Bridger \([1, 2]\).\(^1\)

**Theorem 1.1** \([14, \text{Theorem 2.3}]\). Let M be a non-zero finitely generated R-module. Then

(1) If G-dim\(_R(M)\) = \( r < \infty \), then there are an R-regular sequence \( z = z_1, \ldots, z_r \), integers \( n_0, n_1, \ldots, n_r \geq 0 \) with \( n_r \geq 1 \), and an exact sequence

\[
0 \rightarrow M \rightarrow Z \rightarrow N \rightarrow 0,
\]

with \( Z = \bigoplus_{i=0}^r (R/\mathcal{Z}[i])^{n_i} \) and G-dim\(_R(N)\) \( \leq r \).

(2) If pd\(_R(M)\) = \( r < \infty \), then there exist an R-regular sequence \( z = z_1, \ldots, z_r \), integers \( n_0, n_1, \ldots, n_r \geq 0 \) with \( n_r \geq 1 \), and an exact sequence

\[
0 \rightarrow M \rightarrow Z \rightarrow N \rightarrow 0,
\]

with \( Z = \bigoplus_{i=0}^r (R/\mathcal{Z}[i])^{n_i} \) and pd\(_R(N)\) \( \leq r \).

The point of Theorem 1.1, as Hochster and Yao indicate, is that the given module of finite G-dimension or projective dimension embeds in a module that obviously has

\(^1\)This is also now called ‘Gorenstein projective dimension’ after the work of Enochs, Jenda and others. However, this is a generalisation of Auslander and Bridger’s original notion for non-finitely-generated modules. Since we are focused on finitely generated modules here, we continue with Auslander and Bridger’s terminology.
finite projective dimension, with some extra control on the G-dimension or projective dimension of the co-kernel.

The first of our results, stated next, is for modules of finite G\(_C\)-dimension and modules of finite \(P\_C\)-projective dimension, where \(C\) is a semidualizing \(R\)-module, after Golod \([12]\), Holm and Jørgensen \([15]\) and White \([21]\).\(^2\) (See Section 2 for definitions and background material.) On the one hand, this result is a corollary to Theorem 1.1. On the other hand, Theorem 1.1 is the special case \(C = R\), so our result generalises this one. This result is proved in Proofs 2.8 and 2.13, which are similar to the proof of \([14]\, Theorem 4.2]\).

**THEOREM 1.2.** Let \(M\) be a non-zero finitely generated \(R\)-module, and let \(C\) be a semidualizing \(R\)-module. Then

1. If \(G\_C\-\dim_R(M) = r < \infty\) and \(M\) is in the Bass class \(\mathcal{B}_C(R)\), then there exist an \(R\)-regular sequence \(z = z_1, \ldots, z_r\), integers \(n_0, n_1, \ldots, n_r \geq 0\) with \(n_r \geq 1\), and an exact sequence

\[
0 \to M \to Z \to N \to 0,
\]

with \(Z = \bigoplus_{i=0}^r (C/(\langle z_1 \rangle)C)^{n_i}\) and \(G\_C\-\dim_R(N) \leq r\) and \(N \in \mathcal{B}_C(R)\).

2. If \(P\_C\-pd_R(M) = r < \infty\), then there exist an \(R\)-regular sequence \(z = z_1, \ldots, z_r\), integers \(n_0, n_1, \ldots, n_r \geq 0\) with \(n_r \geq 1\), and an exact sequence

\[
0 \to M \to Z \to N \to 0,
\]

with \(Z = \bigoplus_{i=0}^r (C/(\langle z_1 \rangle)C)^{n_i}\) and \(P\_C\-pd_R(N) \leq r\).

The next result we extend is the following:

**THEOREM 1.3** \([14], Theorem 4.2\). Let \(R\) be a Cohen–Macaulay ring with a pointwise dualizing module \(\omega\). Then, for any non-zero finitely generated \(R\)-module \(M\) with locally finite injective dimension, there exist an integer \(r = pd_R(\text{Hom}_R(\omega, M))\), an \(R\)-regular sequence \(z = z_1, \ldots, z_r\), non-negative integers \(n_0, n_1, \ldots, n_r\) with \(n_r \geq 1\) and an exact sequence

\[
0 \to M \to Z \to N \to 0,
\]

with \(Z = \bigoplus_{i=0}^r (\omega/(\langle z_1 \rangle)\omega)^{n_i}\) such that \(N\) has locally finite injective dimension and \(pd_R(\text{Hom}_R(\omega, N)) \leq r\).

We extend this in two directions in Theorems 1.4 and 1.5. First, we have the version for \(G\)-injective dimension. Second, we give versions relative to a semidualizing module. These are proved in Proofs 3.5, 3.12 and 3.16.

**THEOREM 1.4.** Let \(R\) be a Cohen–Macaulay ring with a pointwise dualizing module \(\omega\). For any non-zero finitely generated \(R\)-module \(M\) with locally finite \(G\)-injective dimension, there exist an integer \(r = G\-\dim_R(\text{Hom}_R(\omega, M))\), an \(R\)-regular sequence \(z = z_1, \ldots, z_r\), non-negative integers \(n_0, n_1, \ldots, n_r\) with \(n_r \geq 1\) and an exact sequence

\[
0 \to M \to Z \to N \to 0,
\]

\(^2\)It is worth noting that these notions appeared (more or less) implicitly in several places. However, to the best of our knowledge, these are the first places where \(G\_C\)-dimension and \(P\_C\)-projective dimension were studied explicitly.
with \( Z = \oplus_{i=0}^r (\omega/(z_i)\omega) \) such that \( N \) has locally finite \( G \)-injective dimension and \( G\text{-dim}_R(\Hom_R(\omega, N)) \leq r \).

**Theorem 1.5.** Let \( R \) be a Cohen–Macaulay ring with a pointwise dualizing module \( \omega \). Let \( M \) be a non-zero finitely generated \( R \)-module, and let \( C \) be a semidualizing \( R \)-module. Set \( C^\dagger = \Hom_R(C, \omega) \). Then

1. If \( M \) has locally finite \( GI_C\text{-id} \) and \( M \) is in the Auslander class \( \mathcal{A}_C(R) \), then there exist an integer \( r = G\text{-dim}(\Hom_R(\omega, C \otimes_R M)) \), an \( R \)-regular sequence \( z = z_1, \ldots, z_r \), non-negative integers \( n_0, n_1, \ldots, n_r \) with \( n_r \geq 1 \) and an exact sequence

\[
0 \to M \to Z \to N \to 0
\]

such that \( N \) has locally finite \( GI_C\text{-id} \), and \( Z = \oplus_{i=0}^r (C^\dagger/(z_i)C^\dagger)^{n_i} \), \( N \in \mathcal{A}_C(R) \) and \( G\text{-dim}(\Hom_R(\omega, C \otimes_R N)) \leq r \).

2. If \( M \) has locally finite \( IC\text{-id} \), then there exist an integer

\[
r = \text{pd}_R(\Hom_R(\omega, C \otimes_R M)),
\]

an \( R \)-regular sequence \( z = z_1, \ldots, z_r \), non-negative integers \( n_0, n_1, \ldots, n_r \) with \( n_r \geq 1 \) and an exact sequence

\[
0 \to M \to Z \to N \to 0
\]

such that \( N \) has locally finite \( IC\text{-id} \), and \( Z = \oplus_{i=0}^r (C^\dagger/(z_i)C^\dagger)^{n_i} \) and \( \text{pd}_R(\Hom_R(\omega, C \otimes_R N)) \leq r \).

We summarise the organisation of this paper. Section 2 contains the proof of Theorem 1.2, along with the necessary background material. Section 3 similarly treats Theorems 1.4 and 1.5; this section also contains several lemmas about modules of locally finite \( G \)-injective dimension, locally finite \( GC\text{-injective dimension and locally finite } IC\text{-injective dimension where } C \text{ is a semidualizing module, as these notions have not been developed in the literature as best we know.}^3 \) Note that we do not develop the background material in the most optimal manner, focusing instead on accessibility. To be specific, we present background material as it is needed in Sections 2 and 3 instead of putting it all in its own section. Also, we feel that the definition of locally finite \( GI_C\text{-id} \) is a bit much to swallow on the first bite, so we first discuss the special case of \( GI\text{-id} \) and work our way up.

2. **Proof of Theorem 1.2.**

**Notation 2.1.** We let \( \text{pd}_R(\cdot) \) and \( \text{id}_R(\cdot) \) denote the classical projective dimension and the classical injective dimension, respectively.

The study of semidualizing modules was initiated independently (with different names) by Foxby [9], Golod [12] and Vasconcelos [20]. For example, a finitely generated projective \( R \)-module of rank 1 is semidualizing.

**Definition 2.2.** A finitely generated \( R \)-module \( C \) is *semidualizing* if the natural map \( R \to \Hom_R(C, C) \) is an isomorphism, and \( \Ext^1_{\mathcal{R}}(C, C) = 0 \). An \( R \)-module \( C \) is

---

3This can be partially explained by the fact that at the time of the writing of this paper, the localisation question for \( G \)-injective dimension is still not completely answered. See Remark 3.2.
pointwise dualizing if it is semidualizing and \( \text{id}_{R_{m}}(C_{m}) < \infty \) for all maximal ideals \( m \subset R \).\(^4\) An \( R \)-module \( C \) is dualizing if it is semidualizing and \( \text{id}_{R}(C) < \infty \).

**FACT 2.3.**

(a) It is straightforward to show that the semidualizing property is local. That is, if \( C \) is a semidualizing \( R \)-module, then for each multiplicatively closed subset \( U \subseteq R \), the localisation \( U^{-1}C \) is a semidualizing \( U^{-1}R \)-module; and conversely, if \( M \) is a finitely generated \( R \)-module such that \( M_{m} \) is a semidualizing \( R_{m} \)-module for each maximal ideal \( m \subset R \), then \( M \) is a semidualizing \( R \)-module. Similarly, if \( C \) is a (pointwise) dualizing module for \( R \), then for each multiplicatively closed subset \( U \subset R \), the localisation \( U^{-1}C \) is a (pointwise) dualizing module for \( U^{-1}R \); and conversely, if \( M \) is a finitely generated \( R \)-module such that \( M_{m} \) is a dualizing module for \( R_{m} \) for each maximal ideal \( m \subset R \), then \( M \) is a pointwise dualizing module for \( R \). Moreover, an \( R \)-module \( M \) is a dualizing module for \( R \) if and only if it is a pointwise dualizing module for \( R \) and the Krull dimension of \( R \) is finite.

(b) Let \( C \) be a semidualizing \( R \)-module. The isomorphism \( R \cong \text{Hom}_{R}(C, C) \) implies that \( \text{Supp}_{R}(C) = \text{Spec}(R) \) and \( \text{Ass}_{R}(C) = \text{Ass}(R) \). Thus, an element \( x \in R \) is \( C \)-regular if and only if it is \( R \)-regular. When \( x \) is \( R \)-regular, the quotient \( C/xC \) is a semidualizing \( R/xR \)-module. Thus, by induction, a sequence \( z = z_{1}, \ldots, z_{r} \in R \) is \( R \)-regular if and only if it is \( C \)-regular; see [11, Theorem 4.5]. Also, from [16, Proposition 3.1], we know that for all \( R \)-modules \( M \neq 0 \), we have \( C \otimes_{R} M \neq 0 \neq \text{Hom}_{R}(C, M) \).

The next categories were introduced by Foxby [10] when \( C \) is dualizing, and by Vasconcelos [20, Section 4.4] for arbitrary \( C \), with different notation.

**DEFINITION 2.4.** Let \( C \) be a semidualizing \( R \)-module. The Auslander class of \( C \) is the class \( A_{C}(R) \) of \( R \)-modules \( M \) such that \( \text{Tor}^{R}_{\geq 1}(C, M) = 0 = \text{Ext}^{R}_{\geq 1}(C, C \otimes_{R} M) \), and the natural map \( M \to \text{Hom}_{R}(C, C \otimes_{R} M) \) is an isomorphism. The Bass class of \( C \) is the class \( B_{C}(R) \) of \( R \)-modules \( N \) such that \( \text{Ext}^{R}_{\geq 1}(C, M) = 0 = \text{Tor}^{R}_{\geq 1}(C, \text{Hom}_{R}(C, M)) \), and the natural evaluation map \( C \otimes_{R} \text{Hom}_{R}(C, N) \to N \) is an isomorphism.

**REMARK 2.5.** It is straightforward to show that the Auslander and Bass classes for \( C = R \) are trivial: \( A_{R}(R) \) and \( B_{R}(R) \) both contain all \( R \)-modules.

The following notion was introduced and studied by Holm and Jørgensen [15] and White [21]. Note that in the special case \( C = R \), we recover the class of projective \( R \)-modules and the classical projective dimension.

**DEFINITION 2.6.** Let \( C \) be a semidualizing \( R \)-module. Let \( \mathcal{P}_{C}(R) \) denote the class of modules \( M \cong P \otimes_{R} C \) with \( P \) projective. Modules in \( \mathcal{P}_{C}(R) \) are called \( C \)-projective. We let \( \mathcal{P}_{C} \)-pd\(_{R}(\cdot) \) denote the homological dimension obtained from resolutions in \( \mathcal{P}_{C}(R) \), with the convention that \( \mathcal{P}_{C} \)-pd\(_{R}(0) = -\infty \).\(^5\)

**FACT 2.7.** Let \( C \) be a semidualizing \( R \)-module. The Bass class \( B_{C}(R) \) contains all \( R \)-modules of finite \( \mathcal{P}_{C} \)-pd; see [16, Lemmas 4.1 and 5.1 and Corollary 6.3]. Given an \( R \)-module \( M \), one has \( \mathcal{P}_{C} \)-pd\(_{R}(M) = \text{pd}_{R}(\text{Hom}_{R}(C, M)) \) and \( \text{pd}_{R}(M) = \mathcal{P}_{C} \)-pd\(_{R}(C \otimes_{R} M) \) by [19, Theorem 2.11]. In particular, one has \( \mathcal{P}_{C} \)-pd\(_{R}(M) < \infty \) if and only if

\(^4\)In [14], the term ‘global canonical module’ is used in place of ‘pointwise dualizing module’. Our choice follows the terminology of Grothendieck and Hartshorne [13].

\(^5\)We observe the same convention for any homological dimension of the zero module.
pd\(_R(\text{Hom}_R(C, M)) < \infty\), and one has pd\(_R(M) < \infty\) if and only if \(\mathcal{P}_C - \text{pd}_R(C \otimes_R M) < \infty\).

**Proof 2.8** (Proof of Theorem 1.2(2)). Assume that \(M\) is a non-zero finitely generated \(R\)-module such that \(\mathcal{P}_C - \text{pd}_R(M) = r < \infty\). Then Fact 2.7 implies that pd\(_R(\text{Hom}_R(C, M)) = r < \infty\). Since \(M \neq 0\), we have \(\text{Hom}_R(C, M) \neq 0\), by Fact 2.3(b), so Theorem 1.1(2) provides an \(R\)-regular sequence \(\underline{z} = z_1, \ldots, z_r\), integers \(n_0, n_1, \ldots, n_r \geq 0\) with \(n_r \geq 1\), and an exact sequence

\[
0 \to \text{Hom}_R(C, M) \to Z' \to N' \to 0,
\]

with \(Z' = \bigoplus_{i=0}^{r}(R/(z_i))^{n_i}\) and pd\(_R(N') \leq r\). In particular, we have \(N' \in \mathcal{A}_C(R)\) which implies that \(\text{Tor}_r^R(C, N') = 0\). Thus, an application of \(C \otimes_R -\) to the sequence (2.8.1) yields the next exact sequence:

\[
0 \to C \otimes_R \text{Hom}_R(C, M) \to C \otimes_R Z' \to C \otimes_R N' \to 0.
\]

Fact 2.7 implies that \(M \in \mathcal{B}_C(R)\), so we have \(C \otimes_R \text{Hom}_R(C, M) \cong M\). The equality \(Z' = \bigoplus_{i=0}^{r}(R/(z_i))^{n_i}\) implies that \(Z := C \otimes_R Z' = \bigoplus_{i=0}^{r}(C/(z_i)C)^{n_i}\). Because of Fact 2.7, the condition pd\(_R(N') \leq r\) implies that \(\mathcal{P}_C - \text{pd}_R(C \otimes_R N') \leq r\). Thus, with \(N := C \otimes_R N'\), the sequence (2.8.2) satisfies the conclusion of Theorem 1.2(2). \(\square\)

The remainder of the proof of Theorem 1.2 is similar to the above proof, but it requires a bit more technology.

**FACT 2.9.** Let \(C\) be a semi-dualizing \(R\)-module.

(a) The Auslander class \(\mathcal{A}_C(R)\) contains all \(R\)-modules of finite projective dimension, and the Bass class \(\mathcal{B}_C(R)\) contains all \(R\)-modules of finite injective dimension; see [16, Lemmas 4.1 and 5.1 and Corollary 6.3]. Moreover, it is straightforward to show that the Bass class satisfies the following local-global principal:

For an \(R\)-module \(M\), the following conditions are equivalent:

(i) \(M \in \mathcal{B}_C(R)\);

(ii) \(U^{-1}M \in \mathcal{B}_{U^{-1}C}(U^{-1}R)\) for each multiplicatively closed subset \(U \subseteq R\);

(iii) \(M_p \in \mathcal{B}_{C_p}(R_p)\) for each \(p \in \text{Spec}(R)\); and

(iv) \(M_m \in \mathcal{B}_{C_m}(R_m)\) for each maximal ideal \(m \in \text{Supp}_R(M)\).

It follows that \(\mathcal{B}_C(R)\) contains every \(R\)-module of locally finite injective dimension. The Auslander class satisfies an analogous local-global principal.

(b) The Auslander and Bass classes also satisfy the two-of-three property by [16, Corollary 6.3]. That is, given a short exact sequence \(0 \to M' \to M \to M'' \to 0\) of \(R\)-module homomorphisms, if two of the modules in the sequence are in \(\mathcal{A}_C(R)\), then so is the third module, and similarly for \(\mathcal{B}_C(R)\).

(c) From [19, Theorem 2.8], we know that an \(R\)-module \(M\) is in \(\mathcal{B}_C(R)\) if and only if \(\text{Hom}_R(C, M) \in \mathcal{A}_C(R)\), and that \(M \in \mathcal{A}_C(R)\) if and only if \(C \otimes_R M \in \mathcal{B}_C(R)\). This is known as Foxby equivalence.

**DEFINITION 2.10.** Let \(C\) be a semi-dualizing \(R\)-module. A finitely generated \(R\)-module \(G\) is totally \(C\)-reflective if the natural map \(G \to \text{Hom}_R(\text{Hom}_R(G, C), C)\) is an isomorphism, and \(\text{Ext}_{C_r}^1(G, C) = 0 = \text{Ext}_{C}^1(\text{Hom}_R(G, C), C)\). Let \(\mathcal{G}_C(R)\) denote the class of totally \(C\)-reflective \(R\)-modules, and set \(\mathcal{G}(C) = \mathcal{G}_C(R) \cap \mathcal{B}_C(R)\). In the case \(C = R\), we use the more common terminology ‘totally reflexive’ and the notation
\[ \mathcal{G}(R) = \mathcal{G}_R(R) = \mathcal{G}(R) \cap B_R(R). \] We abbreviate as follows:

- \( G_{C\text{-dim}_R}(-) \) is the homological dimension obtained from resolutions in \( \mathcal{G}_C(R) \).
- \( \mathcal{G}(C)\text{-pd}_R(-) \) is the homological dimension obtained from resolutions in \( \mathcal{G}(C) \).
- \( G\text{-dim}_R(-) \) is the homological dimension obtained from resolutions in \( \mathcal{G}(R) \).

The following facts are included for perspective.

**Fact 2.11.** Let \( C \) be a semidualizing \( R \)-module, and let \( M \) be a finitely generated \( R \)-module. Because of the containments \( \mathcal{P}_C(R) \subseteq \mathcal{G}(C) \subseteq \mathcal{G}_C(R) \), one has \( G_{C\text{-dim}_R}(M) \leq \mathcal{G}(C)\text{-pd}_R(M) \leq \mathcal{P}_C\text{-pd}_R(M) \) with equality to the left of any finite quantity. In particular, the case \( C = R \) says that \( G\text{-dim}_R(M) = \mathcal{G}(R)\text{-pd}_R(M) \leq \text{pd}_R(M) \) since \( \mathcal{G}(R) = \mathcal{G}_R(R) \), with equality holding when \( \text{pd}_R(M) < \infty \).

The next lemma explains how these homological dimensions are connected.

**Lemma 2.12 [18, Lemma 2.9].** Let \( C \) be a semidualizing \( R \)-module. For a finitely generated \( R \)-module \( M \), the following conditions are equivalent:

- (i) \( \mathcal{G}(C)\text{-pd}_R(M) < \infty \);
- (ii) \( G_{C\text{-dim}_R}(M) < \infty \) and \( M \in B_C(R) \); and
- (iii) \( G\text{-dim}_R(\text{Hom}_R(C, M)) < \infty \) and \( M \in B_C(R) \).

When these conditions are satisfied, we have

\[ \mathcal{G}(C)\text{-pd}_R(M) = G_{C\text{-dim}_R}(M) = G\text{-dim}_R(\text{Hom}_R(C, M)). \]

Now we are in position to complete the proof of Theorem 1.2.

**Proof 2.13** (Proof of Theorem 1.2(1)). Assume that \( M \) is a non-zero finitely generated \( R \)-module such that \( G_{C\text{-dim}_R}(M) = r < \infty \) and \( M \in B_C(R) \). Then Lemma 2.12 implies that \( G\text{-dim}_R(\text{Hom}_R(C, M)) = r < \infty \). Since \( M \neq 0 \), we have \( \text{Hom}_R(C, M) \neq 0 \), which implies that \( \text{Tor}_i^R(C, M) = 0 \). Thus, an application of \( C \otimes_R - \) to the sequence (2.13.1) yields the next exact sequence:

\[ 0 \rightarrow \text{Hom}_R(C, M) \rightarrow Z' \rightarrow N' \rightarrow 0, \quad (2.13.1) \]

with \( Z' = \bigoplus_{i=0}^r (R/(\mathfrak{z}_i))^{n_i} \) and \( G\text{-dim}_R(N') \leq r \).

The condition \( M \in B_C(R) \) implies that \( \text{Hom}_R(C, M) \in \mathcal{A}_C(R) \) by Fact 2.9(c), and Fact 2.9(a) implies that \( Z' \in \mathcal{A}_C(R) \). Also, from Fact 2.9(a)–(b), we conclude that \( N' \in \mathcal{A}_C(R) \), which implies that \( \text{Tor}_i^R(C, N') = 0 \). Thus, an application of \( C \otimes_R - \) to the sequence (2.13.1) yields the next exact sequence:

\[ 0 \rightarrow C \otimes_R \text{Hom}_R(C, M) \rightarrow C \otimes_R Z' \rightarrow C \otimes_R N' \rightarrow 0. \quad (2.13.2) \]

The assumption \( M \in B_C(R) \) gives an isomorphism \( C \otimes_R \text{Hom}_R(C, M) \cong M \). The equality \( Z' = \bigoplus_{i=0}^r (R/(\mathfrak{z}_i))^{n_i} \) implies that \( Z := C \otimes_R Z' = \bigoplus_{i=0}^r (C/(\mathfrak{z}_i))C^{n_i} \).

The condition \( N' \in \mathcal{A}_C(R) \) implies that \( N := C \otimes_R N' \in B_C(R) \) by Fact 2.9(c), and \( N' \cong \text{Hom}_R(C, N) \) by the definition of what it means for \( N' \) to be in \( \mathcal{A}_C(R) \). Thus, because of Lemma 2.12, we have

\[ G_{C\text{-dim}_R}(N) = G\text{-dim}(\text{Hom}_R(C, N)) = G\text{-dim}_R(N') \leq r. \]

Thus, the sequence (2.13.2) satisfies the conclusion of Theorem 1.2(1). \( \square \)
3. Proofs of Theorems 1.4 and 1.5. We continue with a definition due to Enochs and Jenda [7].

**Definition 3.1.** A complete injective resolution is an exact complex $Y$ of injective $R$-modules such that $\text{Hom}_R(J, Y)$ is exact for each injective $R$-module $J$. An $R$-module $N$ is $G$-injective if there exists a complete injective resolution $Y$ such that $N \cong \ker(\partial_Y^0)$, and $Y$ is a complete injective resolution of $N$. Let $G\mathcal{I}(R)$ denote the class of $G$-injective $R$-modules, and let $G\text{id}_R(\cdot)$ denote the homological dimension obtained from co-resolutions in $G\mathcal{I}(R)$. We say that an $R$-module $M$ has locally finite $G$-injective dimension, provided that $G\text{id}_R(M_m) < \infty$ for each maximal ideal $m \subset R$.

**Remark 3.2.** Using existing technology, the modules of finite $G$-injective dimension behave best when $R$ is Cohen–Macaulay with a dualizing module. For instance, in general, it is not known whether the $G$-injective dimension localises; but it is known to localise when $R$ has a dualizing module. This is due to the following connection with Bass classes, the local case of which is from [8].

**Lemma 3.3.** Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module. Let $M$ be an $R$-module. Then an $R$-module $M$ has locally finite $G$-injective dimension if and only if $M \in \mathcal{B}_\omega(R)$.

**Proof.** If $R$ is local, then the result follows from [8, Proposition 1.4 and Theorems 1.6 and 2.5]. By definition, the condition ‘$M$ has locally finite $G$-injective dimension’ is a local condition. Fact 2.9(b) shows that the condition ‘$M \in \mathcal{B}_\omega(R)$’ is also a local condition. Note that Fact 2.3(a) implies that for each maximal ideal $m \subset R$, the localisation $\omega_m$ is a dualizing module for the Cohen–Macaulay local ring $R_m$. Thus, the general result follows from the local case. □

The next result shows that the $G$-dimension of a finitely generated module behaves like its projective dimension.

**Lemma 3.4.** Let $M$ be a finitely generated $R$-module. The following conditions are equivalent:

(i) $G\text{-dim}_R(M) < \infty$;

(ii) $G\text{-dim}_{R_m}(M_m) < \infty$ for each maximal ideal $m \subset R$.

When $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$, these conditions are equivalent to the following:

(iii) $M \in \mathcal{A}_\omega(R)$.

**Proof.** The implication (i) $\implies$ (ii) follows from the inequality $G\text{-dim}_{R_m}(M_m) \leq G\text{-dim}_R(M)$, which is straightforward to verify. The implication (ii) $\implies$ (i) is from [4, Theorem 3.3]. When $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$, the equivalence (ii) $\iff$ (iii) follows from the local results [8, Proposition 1.3 and Theorems 1.6 and 2.1] as in the proof of Lemma 3.3. □

---

6 Most good behaviour is also known when $R$ has a dualizing complex, but we restrict our attention to the Cohen–Macaulay case. For instance, the conclusion of Lemma 3.3 holds when $R$ is only assumed to have a pointwise dualizing complex; the proof is the same, using results from [6] in place of the results from [8].

7 It is worth noting that the results in [8] assume that $R$ is local, hence with finite Krull dimension; also, the results of [6] assume implicitly that $R$ has finite Krull dimension since the definition of a dualizing complex used there includes an assumption of finite injective dimension. Contrast this with our definition of pointwise dualizing module, and with Grothendieck’s definition of a pointwise dualizing complex from [13].

8 Note that this uses the characterisation of totally reflexive modules in terms of ‘complete resolutions’ found in [3, (4.4.4)]; see also [5, Theorem 3.1]. Specifically, an $R$-module $M$ is totally reflexive if and only if there
Proof 3.5 (Proof of Theorem 1.4). Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$ and $M$ is a non-zero finitely generated $R$-module with locally finite $G$-injective dimension. Lemma 3.3 implies that $M \in \mathcal{B}_\omega(R)$. Using Foxby equivalence (from Fact 2.9(c)), we conclude that $\text{Hom}_R(\omega, M) \in \mathcal{A}_\omega(R)$, so Lemma 3.4 implies that $r := \text{G-dim}_R(\text{Hom}_R(\omega, M)) < \infty$. The fact that $R$ is Noetherian implies that $\text{Hom}_R(\omega, M)$ is finitely generated. (The proof concludes as in Proof 2.13. We include the details for the sake of thoroughness.)

Since $M \neq 0$, we have $\text{Hom}_R(\omega, M) \neq 0$, by Fact 2.3(b), so Theorem 1.1(1) implies that there are an $R$-regular sequence $z = z_1, \ldots, z_r$, integers $n_0, n_1, \ldots, n_r \geq 0$ with $n_r \geq 1$, and an exact sequence

$$0 \to \text{Hom}_R(\omega, M) \to Z' \to N' \to 0,$$

with $Z' = \oplus_{i=0}^r (R/(z_i))^n$ and $\text{G-dim}_R(N') \leq r$. Fact 2.9(a) implies that $Z' \in \mathcal{A}_\omega(R)$. From Fact 2.9(b), we conclude that $N' \in \mathcal{A}_\omega(R)$, which implies that $\text{Tor}^R_1(\omega, N') = 0$. Thus, an application of $\omega \otimes_R -$ to the sequence (3.5.1) yields the next exact sequence:

$$0 \to \omega \otimes_R \text{Hom}_R(\omega, M) \to \omega \otimes_R Z' \to \omega \otimes_R N' \to 0.$$  \tag{3.5.2}

The assumption $M \in \mathcal{B}_\omega(R)$ gives an isomorphism $\omega \otimes_R \text{Hom}_R(\omega, M) \cong M$. The equality $Z' = \oplus_{i=0}^r (R/(z_i))^n$ implies that $Z := \omega \otimes_R Z' = \oplus_{i=0}^r (\omega/(\omega(z_i))^n)\omega$.

The condition $N' \in \mathcal{A}_\omega(R)$ implies that $N := \omega \otimes_R N' \in \mathcal{B}_\omega(R)$ by Fact 2.9(c), and $N' \cong \text{Hom}_R(\omega, N)$ by the definition of what it means for $N'$ to be in $\mathcal{A}_\omega(R)$. Thus, we have $\text{G-dim}(\text{Hom}_R(\omega, N)) = \text{G-dim}_R(N') \leq r$. So, the sequence (3.5.2) satisfies the conclusion of Theorem 1.4. \hfill \Box

For our next results, we need a better understanding of the relationship between semidualizing modules and a pointwise dualizing module.

Lemma 3.6. Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$. If $C$ is a semidualizing $R$-module, then so is $\text{Hom}_R(C, \omega)$.

Proof. In the local case, this result is standard; see, e.g. [17, Facts 1.18–1.19]. Since the semidualizing and (pointwise) dualizing conditions are local by Fact 2.3(a), the general case of the result follows. \hfill \Box

The next two lemmas elaborate on the local-global behavior for our invariants.

Lemma 3.7. Let $M$ be a finitely generated $R$-module, and let $C$ be a semidualizing $R$-module. Then $\mathcal{P}_C: \text{pd}_R(M) < \infty$ if and only if $\mathcal{P}_{C_m}: \text{pd}_{R_m}(M_m) < \infty$ for each maximal ideal $m \subset R$.

Proof. The forward implication follows from the inequality $\mathcal{P}_{C_m}: \text{dim}_{R_m}(M_m) \leq \mathcal{P}_C: \text{pd}_R(M)$, which is straightforward to verify. For the converse, assume that $\mathcal{P}_{C_m}: \text{pd}_{R_m}(M_m) < \infty$ for each maximal ideal $m \subset R$. It follows that the module $\text{Hom}_R(C, M)_m \cong \text{Hom}_{R_m}(C_m, M_m)$ has finite projective dimension over $R_m$ for all $m$. Hence, the finitely generated $R$-module $\text{Hom}_R(C, M)$ has finite projective dimension, so Fact 2.7 implies that $\mathcal{P}_C: \text{pd}_R(M)$ is finite. \hfill \Box

\vspace{0.5cm}

is an exact complex $F = \cdots \xrightarrow{a_f^r} F_0 \xrightarrow{a_f^0} F_{-1} \xrightarrow{a_f^{-1}} \cdots$ such that $\text{Hom}_R(F, R)$ is exact and $M \cong \text{Im}(a_f^0)$. Note that the local result was also announced in [10, Corollary 3.3].
The next lemma is a souped-up version of a special case of a result of Takahashi and White that is documented in [18].

**Lemma 3.8.** Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$. For each finitely generated $R$-module $M$, one has $P_\omega$-pd$_R(M) < \infty$ if and only if $M$ has locally finite injective dimension.

**Proof.** When $\omega$ is a dualizing module for $R$, i.e. when $R$ has finite Krull dimension, this result is from [18, Lemma 2.7]. In particular, this takes care of the local case. The general case follows from the local case, by Lemma 3.7. □

Here are some more notions from [15].

**Definition 3.9.** Let $C$ be a semidualizing $R$-module, and let $I_C(R)$ denote the class of modules $N \cong \text{Hom}_R(C, I)$ with $I$ injective. Modules in $I_C(R)$ are called $C$-injective. We let $I_C$-id$_R(-)$ denote the homological dimension obtained from co-resolutions in $I_C(R)$. We say that an $R$-module $M$ has locally finite $I_C$-id, provided that $I_C M$ has locally finite injective dimension, and $M$ has locally finite injective dimension if and only if $C$ has locally finite $I_C$-id.

**Fact 3.10.** Let $C$ be a semidualizing $R$-module. The Auslander class $A_C(R)$ contains every $R$-module of finite $I_C$-injective dimension; see [16, Lemmas 4.1 and 5.1]. Given an $R$-module $M$, one has $I_C$-id$_R(M) = \text{id}_R(C \otimes_R M)$ and $I_C$-id$_R = I_C$-id$_R$ (Hom$_R(C, M)$) by [19, Theorem 2.11]. In particular, one has $I_C$-id$_R(M) < \infty$ if and only if $\text{id}_R(C \otimes_R M) < \infty$, and one has $\text{id}_R(M) < \infty$ if and only if $I_C$-id$_R$(Hom$_R(C, M)) < \infty$. It follows that $M$ has locally finite $I_C$-id if and only if $C \otimes_R M$ has locally finite injective dimension, and $M$ has locally finite injective dimension if and only if Hom$_R(C, M)$ has locally finite $I_C$-id.

**Lemma 3.11.** Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$. Let $C$ be a semidualizing $R$-module, and let $x = x_1, \ldots, x_i \in R$ be an $R$-regular sequence. Then Hom$_R(C, \omega/(\chi)\omega) \cong C^\dagger/(\chi)C^\dagger$, where $C^\dagger = \text{Hom}_R(C, \omega)$.

**Proof.** Let $K$ be the Koszul complex $K^R(\chi)$, and let $K^+$ denote the augmented Koszul complex

$$K^+ = (0 \to R \to \cdots \to R \to R/(\chi) \to 0).$$

Since $x$ is $R$-regular, $K^+$ is an exact sequence of $R$-modules of finite projective dimension. Thus, each module $K^+_j$ is in $A_\omega(R)$, so the induced complex

$$\omega \otimes_R K^+ = (0 \to \omega \to \cdots \to \omega \to \omega/(\chi)\omega \to 0)$$

is an exact sequence of $R$-modules locally of finite injective dimension. In particular, the modules in this exact sequence are in $B_C(R)$, so the next sequence is also exact:

$$\text{Hom}_R(C, \omega \otimes_R K^+)$$

$$= (0 \to \text{Hom}_R(C, \omega) \to \cdots \to \text{Hom}_R(C, \omega) \to \text{Hom}_R(C, \omega/(\chi)\omega) \to 0).$$
It is straightforward to show that the differential on this sequence in positive degrees is the same as the differential on $C^\dagger \otimes_R K$. It follows that

$$\text{Hom}_R(C, \omega/(\bigwedge^\ast) \omega) \cong H_0(C^\dagger \otimes_R K) \cong C^\dagger/(\bigwedge^\ast)C^\dagger,$$

as desired. □

**Proof** 3.12 (Proof of Theorem 1.5(2)). Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$ and $M$ is a non-zero finitely generated $R$-module with locally finite $I_C$-id. Fact 3.10 implies that $C \otimes_R M$ has locally finite injective dimension. Since $M \neq 0$, we have $C \otimes_R M \neq 0$, by Fact 2.3(b), so Theorem 1.3 provides an integer $r = \text{pd}_R(\text{Hom}_R(\omega, C \otimes_R M))$, a proper $R$-regular sequence $z = z_1, \ldots, z_r$, non-negative integers $n_0, n_1, \ldots, n_r$ with $n_r \geq 1$, and an exact sequence

$$0 \to C \otimes_R M \to Z' \to N' \to 0, \quad (3.12.1)$$

with $Z' = \bigoplus_{i=0}^r (\omega/(z_i)\omega)^{n_i}$, where $N'$ has locally finite injective dimension and $\text{pd}_R(\text{Hom}_R(\omega, N')) \leq r$.

As $C \otimes_R M$ has locally finite injective dimension, we have $C \otimes_R M \in B_C(R)$ by Fact 2.9(b), so $\text{Ext}_1^R(C, C \otimes_R M) = 0$ and $\text{Hom}_R(C, C \otimes_R M) \cong M$. Thus, an application of $\text{Hom}_R(C, -)$ to the sequence (3.12.1) yields the next exact sequence:

$$0 \to M \to \text{Hom}_R(C, Z') \to \text{Hom}_R(C, N') \to 0. \quad (3.12.2)$$

Since $N'$ has locally finite injective dimension, Fact 3.10 implies that the $R$-module $N := \text{Hom}_R(C, N')$ has locally finite $I_C$-id. With $Z := \text{Hom}_R(C, Z')$, it remains to show that $Z \cong \bigoplus_{i=0}^r (C^\dagger/(z_i)C^\dagger)^{n_i}$ and $\text{pd}_R(\text{Hom}_R(\omega, C \otimes_R N)) \leq r$. The first of these follows from the next sequence of isomorphisms

$$Z \cong \text{Hom}_R(C, \bigoplus_{i=0}^r (\omega/(z_i)\omega)^{n_i})$$

$$\cong \bigoplus_{i=0}^r \text{Hom}_R(C, \omega \otimes_R (R/(z_i)R))^{n_i}$$

$$\cong \bigoplus_{i=0}^r (C^\dagger/(z_i)C^\dagger)^{n_i},$$

where the last isomorphism is from Lemma 3.11. To complete the proof, observe that since $N'$ has locally finite injective dimension, it is in $B_C(R)$, so we have $N' \cong C \otimes_R N$. This implies that $\text{pd}_R(\text{Hom}_R(\omega, C \otimes_R N)) = \text{pd}_R(\text{Hom}_R(\omega, N')) \leq r$, as desired. □

In the next definition, the special case $C = R$ recovers the complete injective resolutions and Gorenstein injective modules.

**Definition 3.13.** Let $C$ be a semidualizing $R$-module. A complete $I_C$-$\mathcal{I}$-co-resolution is a complex $Y$ of $R$-modules such that $Y$ is exact and $\text{Hom}_R(U, Y)$ is exact for each $U \in I_C(R)$. $Y_i$ is injective for $i \leq 0$ and $Y_i$ is $C$-injective for $i > 0$. An $R$-module $N$ is $G_C$-injective if there exists a complete $I_C$-$\mathcal{I}$-co-resolution $Y$ such that $N \cong \text{Ker}(Y_0^\dagger)$, and $Y$ is a complete $I_C$-$\mathcal{I}$-co-resolution of $N$. Let $\mathcal{G}I_C(R)$ denote the class of $G_C$-injective $R$-modules, and set $\mathcal{G}(I_C) = \mathcal{G}I_C(R) \cap A_C(R)$. We let $\mathcal{G}I_C$-$\text{id}_R(\_)$ and $\mathcal{G}(I_C)$-$\text{id}_R(\_)$ denote the homological dimensions obtained from co-resolutions in $\mathcal{G}I_C(R)$ and $\mathcal{G}(I_C)$, respectively.

An $R$-module $M$ has locally finite $\mathcal{G}(I_C)$-$\text{id}_R$, provided that $\mathcal{G}(I_C)-\text{id}_R(M_m) < \infty$ for each maximal ideal $m \subseteq R$. An $R$-module $M$ has locally finite $\mathcal{G}I_C$-$\text{id}_R$, provided that $\mathcal{G}I_C-\text{id}_R(M_m) < \infty$ for each maximal ideal $m \subseteq R$. 

EMBEDDING MODULES OF FINITE HOMOLOGICAL DIMENSION

The next lemma explains the relation between the different Gorenstein injective dimensions.

**Lemma 3.14** [18, Lemma 2.10]. Let $C$ be a semidualizing $R$-module. For an $R$-module $M$, the following conditions are equivalent:

(i) $G(I_C) - \text{id}_R(M) < \infty$;

(ii) $GIC - \text{id}_R(M) < \infty$ and $M \in AC(R)$; and

(iii) $Gid_R(C \otimes_R M) < \infty$ and $M \in AC(R)$.

When these conditions are satisfied, we have

$$G(I_C) - \text{id}_R(M) = GIC - \text{id}_R(M) = Gid_R(C \otimes_R M).$$

We actually need the following corollary of the previous result.

**Lemma 3.15.** Let $C$ be a semidualizing $R$-module. For an $R$-module $M$, the following conditions are equivalent:

(i) $M$ has locally finite $G(I_C)$-id;

(ii) $M$ has locally finite $GIC$-id and $M \in AC(R)$; and

(iii) $C \otimes_R M$ has locally finite Gid and $M \in AC(R)$.

**Proof.** This follows from the definitions of the locally finite Gorenstein injective dimensions and the local-global principle for Auslander classes from Fact 2.9(b). \qed

**Proof 3.16** (Proof of Theorem 1.5(1)). Assume that $R$ is Cohen–Macaulay with a pointwise dualizing module $\omega$ and $M$ is a non-zero finitely generated $R$-module in $AC(R)$ with locally finite $GIC$-id. Lemma 3.15 implies that $C \otimes_R M$ has locally finite G-injective dimension. Since $M \neq 0$, we have $C \otimes_R M \neq 0$, by Fact 2.3(b), so Theorem 1.4 provides an integer $r = G\dim_R(\text{Hom}_R(\omega, C \otimes_R M))$, a proper $R$-regular sequence $\underline{z} = z_1, \ldots, z_r$, non-negative integers $n_0, n_1, \ldots, n_r$ with $n_r \geq 1$, and an exact sequence

$$0 \to C \otimes_R M \to Z' \to N' \to 0 \quad (3.16.1)$$

such that $Z' = \bigoplus_{i=0}^r (\omega/(\underline{z}[i]) \omega)^{n_i}$, $N' \in B_\omega(R)$, and $G\dim_R(\text{Hom}_R(\omega, N')) \leq r$.

Since $M$ is in $AC(R)$, we have $\text{Ext}_R^1(C, C \otimes_R M) = 0$ and $\text{Hom}_R(C, C \otimes_R M) \cong M$. Thus, an application of $\text{Hom}_R(C, -)$ to the sequence (3.16.1) yields the next exact sequence:

$$0 \to M \to \text{Hom}_R(C, Z') \to \text{Hom}_R(C, N') \to 0. \quad (3.16.2)$$

Note that $Z'$ has locally finite injective dimension, so we have $Z' \in B_C(R)$, which implies that $\text{Hom}_R(C, Z')$ and $\text{Hom}_R(C, N')$ are in $AC(R)$ by Fact 2.9(b)–(c). With $Z := \text{Hom}_R(C, Z')$, we have $G\dim_R(\text{Hom}_R(\omega, C \otimes_R N)) \leq r$ and $Z \cong \bigoplus_{i=0}^r (C'/(\underline{z}[i])C')^{n_i}$, as in Proof 3.12. \qed
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